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Abstract With the development of society, although the

way that people get information more and more convenient,

the information which people get may be incomplete and has

a little degree of uncertainty and fuzziness. In real life, the

incomplete fuzzy phenomenon of information source exists

widely. It is extremely meaningful to fuse multiple fuzzy

incomplete information sources effectively. In this study, a

new method is presented for information fusion based on

information entropy in fuzzy incomplete information system

and the effectiveness of the new method is verified by

comparing the average fusion method. Then, an illustrative

example is delivered to illustrate the effectiveness of the

proposed fusion method. Finally, we have also tested the

veracity and validity of this method by experiment on a

dataset from UCI. The results of this study will be useful for

pooling the uncertain data from different information sour-

ces and significant for establishing a distinct direction of the

fusion method.

Keywords Fuzzy set theory � Information entropy �
Incomplete information system � Multi-source information

fusion

1 Introduction

With the continuous progress of sciences and technology,

people’s lives are continually improving, and today’s

society has become the era of data explosion. Everyday,

people can accept a large number of data and information

from various aspects, but not every kind of data or infor-

mation is clear, accurate, and complete. We have an obli-

gation to filter the data and information, which we need

from the vast amount of data and information. As we get

into the information age, information acquisition, infor-

mation comprehensive analysis and processing, and infor-

mation fusion have become the research focus in the field

of information technology.

Everyday language and decision-making are not gener-

ally deterministic but are usually characterized by some

level of fuzziness or uncertainty. In 1965, fuzzy set theory

[1], originated by Zadeh, is a mathematical tool to deal

with uncertainty in an information system. Fuzzy set the-

ory, which was triggered by these considerations, provides

a conceptual framework for solving knowledge represen-

tation and classification problems in an ambiguous envi-

ronment. The theory of fuzzy set is an extension of

classical crisp set theory for the study of intelligent systems

characterized by fuzzy information. Recently, a lot of

topics have been widely studied using rough set and fuzzy

set. Dubois and Prade [2] proposed the fuzzy rough set for

dealing with fuzzy information system. It has been shown

to be useful in the fields of data mining, pattern recogni-

tion, knowledge discovery, and so on.

Information system is the carrier of our most access to

information resources. It will inevitably become the prin-

cipal object of information science. Information systems

with huge amount of information have significant uncer-

tainties. These uncertainty measures are the important
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issues of data mining and knowledge discovery. Wang

et al. [3, 4] discussed the uncertainty in learning from big

data and investigated also the uncertainty in learning from

Big Data-Editorial. In real life, all the information which

we can get is all not clear and complete. Most of the

information systems we can get are fuzzy and incomplete.

In recent years, with the need for practical engineering

applications, it has grown up to become a hot research

topic to obtain knowledge from incomplete information

system [5–13] using rough set theory [14–17]. Fu et al. [18]

researched attribute reduction algorithm-based information

entropy in incomplete information systems. Ashfaq et al.

[19] investigated fuzziness-based semi-supervised learning

approach for intrusion detection system. Wang et al. [20]

discussed that fuzziness-based sample categorization for

classifier performance improvement. Yang et al. [21]

studied rough set model based on variable parameter

classification in incomplete information systems. Wang

et al. [22, 23] investigated the relationship between gen-

eralization abilities and fuzziness of base classifiers in

ensemble learning and discussed particle swarm opti-

mization for determining fuzzy measures from data. He

et al. [24] studied the fuzzy nonlinear regression analysis

using a random weight network.

Information fusion technology is based on multisensor

data fusion, and related information from the associated

database, which can obtain more information with higher

accuracy than a single sensor. Multisensor information

fusion technology increases the reliability of the measure-

ments and, to improve the reliability of the system, has

been widely used in industries, military, and so on; people

in different fields present different sensor information

fusion methods. Ribeiro et al. [25] proposed an algorithm

of information fusion. Lin et al. [26] studied optimistic and

pessimistic multi-granulation fusion functions based on

multi-granulation rough set theory. Zhou et al. [27]

investigated a systematic method established on the basis

of evidence theory in multi-source information system for

variation source identification of deep hole boring process.

Cai et al. [28] researched the multi-source information

fusion-based fault diagnosis of ground-source heat pump.

Ma [29] provided formation drill ability prediction based

on multi-source information fusion. Belur [30] investigated

the architecture, algorithms, and applications of multi-

source information fusion. In the information fusion sys-

tem, the information provided by a single sensor may be

incomplete and inaccurate and have a little degree of

uncertainty and fuzziness, and some are even contradic-

tory. In this paper, we will consider information fusion

based on information entropy in fuzzy multi-source

incomplete information system. And it is concluded that

the information entropy fusion method is more effective

when compared to the mean value fusion method.

The rest of this paper is structured as follows. Section 2

provides relevant basic concepts of rough set, fuzzy set, and

conditional entropy. In Sect. 3, the conditional entropy in a

multi-source fuzzy incomplete information decision system

is defined, and a fusion method is proposed based on infor-

mation entropy and an algorithm is designed to integrate

multiple sources based on information entropy. In Sect. 4, we

test the veracity and validity of thismethod by experiment on

a dataset fromUCI. Finally, Sect. 5 presents the conclusions.

In order to conveniently illustrate the key idea, we give a

block diagram of the proposed approach in the following

(Fig. 1).

2 Preliminaries

In this section, we review some basic concepts such as

rough set theory, fuzzy set theory [1, 31], incomplete

information system [5, 32–34], and conditional entro-

py(CE) [35].

2.1 Pawlak’s rough set

An information system is a quadruple IS ¼ ðU;AT ;V; f Þ. U
is a nonempty finite set of objects, AT is a nonempty finite

set of attributes, V =
S

a2A
Va with Va being the domain of a,

and f : U � AT ! V is an information function with

f ðx; aÞ 2 Va for each a 2 AT and x 2 U. A decision system

(DS) is a quadruple DS ¼ ðU;AT [ DT ;V; f Þ, where AT is

the condition attribute set, DT is the decision attribute set,

and AT \ DT ¼ /.
Given an equivalence relation R on the universe U and

X � U, the lower approximation and upper approximation

of X are defined by

RðXÞ ¼ fx 2 Uj½x�R \ X 6¼ ;g ¼ [f½x�Rj½x�R \ X 6¼ ;g;
RðXÞ ¼ fx 2 Uj½x�R � Xg ¼ [f½x�Rj½x�R � Xg:

Approximation accuracy proposed by Pawlak provides the

percentage of possible correct decisions when classifying

objects by employing the attribute set R. Let DS ¼
ðU;AT \ D;V ; f Þ be a decision system. U=D ¼
fY1; Y2; � � � ; Y ;m g be a classification of universe U, and R

be an attribute set that R � AT . Then, the R� lower and

R� upper approximations of U/D are defined, respec-

tively, as

RðU=DÞ ¼ RðY1Þ [ RðY2Þ [ � � � [ RðYmÞ

RðU=DÞ ¼ RðY1Þ [ RðY2Þ [ � � � [ RðYmÞ:

The approximation accuracy and the corresponding

approximation roughness of U/D by R are defined,

respectively, as
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aRðU=DÞ ¼
P

Yi2U=D jRðYiÞj
P

Yi2U=D jRðYiÞj

RoughnessRðU=DÞ ¼ 1� aRðU=DÞ:

2.2 Fuzzy Set

Fuzzy sets are first proposed by Zadeh attaches great

importance to the idea of partial membership, which

departs from the dichotomy. Fuzzy set theory is a gener-

alization of the classical set theory. Let U the so-called

universe be a nonempty finite set. A fuzzy set ~X of U can

be expressed as

~X ¼ f\x; l ~XðxÞ[ jx 2 Ug;

where l ~XðxÞ : U ! ½0; 1�, l ~XðxÞ is called the membership

degree to ~X of the object x 2 U. Let F(U) customarily

denote all fuzzy sets in the universe U. Given two sets ~X1,
~X2 2 FðUÞ, for any x 2 U, l ~X1

ðxÞ� l ~X2
ðxÞ if and only if

~X1 � ~X2; l ~X1
ðxÞ ¼ l ~X2

ðxÞ if and only if ~X1 � ~X2 and

~X2 � ~X1.

2.3 Incomplete Information System

For an information system, if there exist a 2 AT and x 2 U

such that f(a, x) is equal to a missing value(denoted as

‘‘�’’), then the information system is an incomplete

information system (IIS). Otherwise, the information sys-

tem is a complete information system (CIS).

Since there are missing values, the equivalence relation

is not suitable for incomplete information systems. Hence,

Kryszkiewicz [36, 37] defined a kind of tolerance relation

for incomplete information systems. Given an incomplete

information system IIS ¼ ðU;AT ;V ; f Þ, for any attribute

subset B � AT , let T(B) denote the binary tolerance rela-

tion between objects that are possibly indiscernible in

terms of B. T(B) is defined as

TðBÞ ¼ fðx; yÞj8a 2 B; f ða; xÞ ¼ f ða; yÞ or f ða; xÞ
¼ � or f ða; yÞ ¼ �g:

The tolerance class of object x with reference to an attri-

bute set B is denoted as TBðxÞ ¼ fyjðx; yÞ 2 TðBÞg. For
X � U, the lower and upper approximations of X with

respect to B can be further defined as

TBðXÞ ¼ fx 2 UjTBðxÞ \ X 6¼ ;g;
TBðXÞ ¼ fx 2 UjTBðxÞ � Xg:

2.4 Conditional Entropy

In the literature [35], Dai et al. proposed a new conditional

entropy to evaluate the uncertainty in incomplete decision

systems.Given a decision systemDS ¼ ðU;AT [ DT ;V; f Þ ,
U ¼ fu1; u2; :::; ung . B � AT is an attribute set; U=D ¼
fY1; Y2; :::; Ymg. The conditional entropy ofDwith respect to

B is defined by

Collect information source

The collected information source can
form a multi-source information box

Using the conditional entropy defined
by us, the multi-source information

box is fused into a source of
information.

Where is the tolerance class of
information sources of with respect to

under the attribute .

( )q
a iT u

D
qI a

Using the method of mean value
fusion, multi source information box is
fused into a source of information.

The advantages and disadvantages of
the two fusion methods are compared

by the approximate precision.

It is proved that the fusion method
of conditional entropy is better than
the average value fusion method.

Fig. 1 Block diagram of the proposed approach
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HðDjBÞ ¼ �
XUj j

i¼1

Xm

j¼1

TBðuiÞ \ Yj

�
�

�
�

Uj j log
TBðuiÞ \ Yj

�
�

�
�

TBðuiÞj j :

2.5 Multi-source Fuzzy Incomplete Information System

Let us take a look at the scenario when we obtain information

regarding a set of objects from different sources. Information

from each source is collected in the form of the above informa-

tion system [17], and thus a family of single information systems

with the same domain is obtained and called a multi-source

information system which is formulated as follows (see [26]).

A multi-source fuzzy incomplete information system

(MFIIS) can be defined as MFIIS ¼ fFIISijIISi ¼ ðU;gATi ;

fðVaÞ
a2fATi

g; fiÞg, where

(1) FIISi is a fuzzy incomplete information system of

each subsystem ;

(2) U is a finite nonempty set of objects;

(3) gATi is a finite nonempty fuzzy set of attributes of

each subsystem;

(4) fVag is the value of the attribute a 2 gATi ;

(5) fi : U � gATi ! fðVaÞ
a2fATi

g such that for all x 2 U

and a 2 gATi , fiðx; aÞ 2 Va.

3 Information Fusion Based on Information
Entropy in Fuzzy Multi-source Incomplete
Information System

Nowadays, a great deal of data are openly accessible

through Internet, and the volume of information is con-

stantly increasing. In the process of information explosion,

many fuzzy and incomplete information sources are gen-

erated. It is imperative how to make full use of the fuzzy

and incomplete information from multiple sources. So

multi-source fuzzy incomplete information fusion is a

desirable research direction. The purpose of information

fusion is to obtain more comprehensive information.

For each table of information box that is fuzzy incom-

plete, we propose a novel fusion method.

Definition 3.1 Let I be a fuzzy incomplete information

system (MFIIS) and U ¼ fx1; x2; :::; xng.8a 2 fAT ; xi; xj
2 U, and we define the distance between any two objects in

U under the attribute a as follows:

disaðxi; xjÞ ¼
0; if f ðxi; aÞ ¼ � or f ðxj; aÞ ¼ �
f ðxi; aÞ � f ðxj; aÞ
�
�

�
� else:

(

Definition 3.2 Given a fuzzy incomplete information

system MFIIS ¼ ðU; fAT ;V ; f Þ, for any attribute a 2 fAT ,

let T(a) denote the binary tolerance relation between

objects that are possibly indiscernible in terms of a. T(a) is

defined as

TðaÞ ¼ fðx; yÞjdisaðx; yÞ 6 Lag;

where La indicates the threshold associated with attribute a.

The tolerance class of object x with reference to an attri-

bute a is denoted as TaðxÞ ¼ fyjðx; yÞ 2 TðaÞg.

Definition 3.3 Given a fuzzy incomplete information

system MFIIS ¼ ðU; fAT ;V ; f Þ, for any attribute subset

eB � fAT , let TðeBÞdenote the binary tolerance relation

between objects that are possibly indiscernible in terms of

eB. TðeBÞ is defined as

TðeBÞ ¼
\

a2eB

TðaÞ:

The tolerance class of object x with reference to an attri-

bute set eBis denoted as TeB
ðxÞ ¼ fyjðx; yÞ 2 TðeBÞg.

In the literature [35], Dai et al. proposed a new condi-

tional entropy to evaluate the uncertainty in incomplete

decision systems. Given an incomplete decision system

IDS ¼ ðU;AT [ DT ;V; f Þ, U ¼ fu1; u2; :::; ung. B � AT is

an attribute set; U=D ¼ fY1; Y2; :::; Ymg. The conditional

entropy (CE) of D with respect to B is defined by

HðDjBÞ ¼ �
XUj j

i¼1

Xm

j¼1

TBðuiÞ \ Yj

�
�

�
�

Uj j log
TBðuiÞ \ Yj

�
�

�
�

TBðuiÞj j :

Since the conditional entropy is monotonous, and the

conditional entropy is smaller, the attribute set B will be

more important. We have the following definitions.

Definition 3.4 Let eI1 ; eI2 ; :::; eIs be s fuzzy incomplete

information systems and U ¼ fu1; u2; :::; ung.8a 2 fAT ;

U=D ¼ fY1; Y2; :::; Ymg. The uncertainty measurement of

information sources of D with respect to eIq ðq ¼ 1; 2; :::; sÞ
under the attribute a is defined by

HaðDjeIqÞ ¼ �
XUj j

i¼1

Xm

j¼1

Tq
aðuiÞ \ Yj

�
�

�
�

Uj j log
Tq
aðuiÞ \ Yj

�
�

�
�

Tq
aðuiÞ

�
�

�
� ;

where Tq
a ðuiÞ is the tolerance class of information sources

of D with respect to eIq ðq ¼ 1; 2; :::; sÞ under the attribute a.

Since the conditional entropy of Dai et al. [35] is

monotonous, HaðDjeIqÞ ðq ¼ 1; 2; :::; sÞ under the attribute a
is also monotonous. Let MFDT ¼ f ~I1; ~I2; � � � ; ~Isg be a

multi-source fuzzy decision table. For any a 2 AT , ~Iak ðk ¼
1; 2; � � � ; sÞ represents all the values of the kth fuzzy

information system under the attribute a. The conditional

entropy can be used to evaluate the importance of
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attributes. For the attribute a, the smaller the conditional

entropy is, the more important the information source will

be. We have the following Definition 3.5.

Definition 3.5 Let eI1 ; eI2 ; :::; eIs be s fuzzy incomplete

information systems. The ka
th system which is most

important for attribute a can be formulated as follows:

ka ¼ argmin
k2f1;2;���;sg

ðHaðDj~IkÞÞ:

We can create a new fuzzy incomplete information

system NI, and NIðaÞ ¼ ~Iaka ; a 2 fAT , where NI(a) repre-

sents the values of all objects under the attribute a.

The fusion process is shown in Fig. 2. There is a multi-

source information box [35] MFDT ¼ f ~I1; ~I2; � � � ; ~Isg with

s fuzzy incomplete information system, and there are n

objects and m attributes for each fuzzy incomplete infor-

mation system ~Ii; ði ¼ 1; 2; � � � ; sÞ. We can calculate the

conditional entropy of each attribute by Definition 3.4. To

find the minimum of the conditional entropy in each

attribute of the values by Definition 3.5, we use different

colors of rough lines to express the corresponding attributes

to select the source. And the selected attribute values are

integrated into a new information system.

Example 3.1 Ground object recognition is to detect the

character of the ground object using remote sensing from

the air, and it is based on the principle that different objects

have different responses to the spectrum of the spectrum to

identify various types of ground objects on the ground. The

shape, size, shadow, texture, location, and color are iden-

tified by four satellites in ten different regions, and the

collected data are gathered in the following four tables.

Among them, x1 	 x10 represent ten different regions,

a1 	 a6 represent shape, size, shadow, texture, position, and

color, respectively. The attribute values represent the dif-

ferent wavelengths of the electromagnetic wave. Multi-

source fuzzy incomplete information is created by these

tables, and we use the above definition to find their simi-

larity classes (Tables 1, 2, 3, 4).

Given an U=D¼ ffx1;x2;x6;x8;x9g;fx3;x4;x5;x7;x10gg.
The result of multi-source conditional entropy is shown in

Table 5. The smaller the conditional entropy is, the more

important the information sources will be. So ~I1 is most

important for a1 and a6, ~I2 is most important for a3 and a5,
~I3 is most important for a4, and ~I4 is most important for a2.

A new fuzzy incomplete information system is established

by the part of each table, NI ¼ ð~Ia11 ;~Ia24 ;~Ia32 ;~Ia43 ;~Ia52 ;~Ia61 Þ, and
the result of conditional entropy fusion is shown in Table 6.

The mean fusion is the common fusion method, and we

will compare the method with the conditional entropy

fusion by approximation accuracy. So the results of the two

fusion methods are shown in Tables 6 and 7.

maja2a1a
1x
2x

ix

nx

1I

2I

lI

sI

maja2a1a
1x
2x

ix

nx

Fig. 2 Multi-source information fusion process

Table 1 Information source I1

U a1 a2 a3 a4 a5 a6

x1 0.5296 0.0407 0.9270 0.5556 0.2926 0.2226

x2 0.5956 0.0411 0.5933 0.4293 0.3259 0.1593

x3 0.4715 0.0148 0.4378 – 0.4222 0.2970

x4 0.4822 0.0207 0.4463 0.3648 0.5556 0.2885

x5 0.4911 – 0.4285 0.2696 0.6556 0.3307

x6 0.7411 0.0570 0.8519 0.4463 0.2815 0.1663

x7 0.4630 0.0215 0.4111 0.2963 – 0.2863

x8 0.6185 0.0619 0.8333 0.4444 0.2963 0.1481

x9 – – 0.8241 0.4941 0.2852 0.2048

x10 0.5000 0.0300 0.4296 0.3704 0.7778 0.3667
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Through Tables 6 and 7, we can compute the approxi-

mation accuracy of the results of two kinds of fusion and

compare their approximation accuracy (Table 8).

By comparing the approximate accuracy, it is easy to see

that our fusion method has a higher precision than the mean

value fusion method. In real life, a large amount of data are

needed to be fused, which has very high requirements on

the precision and correct rate for a considerable part of the

information. The fusion method proposed in this paper can

be more accurate than the common method, and it has more

practical significance. In order to better understand the

method proposed in this paper, we design the conditional

entropy fusion algorithm (Algorithm 1) and analyze com-

putational complexity and time complexity. In order to

make our algorithm easier to understand, we designed the

algorithm flow chart in Fig. 3.

Table 2 Information source I2

U a1 a2 a3 a4 a5 a6

x1 – 0.0415 0.9256 0.5548 0.2889 0.2185

x2 0.5963 0.0407 – 0.4259 0.3222 0.1685

x3 0.4900 0.0137 0.4463 0.3259 0.4259 0.3000

x4 0.4733 – 0.4463 0.3667 0.5630 0.2889

x5 0.4807 0.0233 0.4333 – 0.6481 0.3296

x6 0.7307 0.0556 0.9989 – 0.2778 0.1674

x7 0.4833 0.0204 – 0.2974 0.6704 0.2859

x8 – 0.0619 0.8256 0.4481 0.3000 0.1515

x9 0.6626 0.0493 0.8252 0.4926 0.2815 0.2037

x10 0.4893 0.0293 0.4300 0.3744 0.7815 –

Table 3 Information source I3

U a1 a2 a3 a4 a5 a6

x1 0.5189 – 0.9259 0.5559 0.2926 –

x2 0.6111 0.0456 0.5959 0.4252 0.3259 0.1667

x3 – 0.0156 0.4463 0.3241 0.4259 0.3000

x4 0.4815 0.0189 0.4481 – 0.5593 0.2885

x5 0.4837 0.0256 0.4367 0.2704 0.6519 0.3289

x6 – 0.0622 – 0.4441 0.2778 –

x7 0.4730 0.0193 0.4119 0.2948 0.6704 0.2852

x8 0.6148 – 0.8196 0.4441 0.3000 0.1511

x9 0.6437 0.0496 0.8259 0.4922 0.2852 0.2019

x10 0.4944 0.0296 – 0.3711 – 0.3707

Table 4 Information source I4

U a1 a2 a3 a4 a5 a6

x1 0.5278 0.0407 – 0.5556 0.2889 0.2222

x2 0.6044 0.0452 0.5937 0.4222 0.3185 –

x3 0.4937 0.0148 0.4363 0.3263 0.4259 0.3000

x4 – 0.0185 – 0.3667 0.5556 0.2885

x5 0.4881 – 0.4315 0.2700 – 0.3304

x6 0.7407 0.0604 – 0.5556 0.2741 0.1667

x7 0.4778 0.0185 0.4111 – 0.6704 0.2852

x8 – 0.0600 0.8185 0.4452 0.3000 –

x8 0.6370 0.0481 – – 0.2852 0.2037

x10 0.4963 0.0304 – 0.3704 0.7778 0.3696

Table 5 Conditional entropy of information sources under different

attributes

eI a1 a2 a3 a4 a5 a6

eI1 2.5141 2.4615 2.4755 2.8029 2.0198 2.7224

eI2 2.5467 2.2943 2.3583 2.8741 1.4789 3.0103

eI3 3.0103 2.2310 2.6966 2.7224 2.0523 2.8741

eI4 2.6553 1.9983 3.0103 2.7256 2.0198 2.9453

Table 6 Result of multi-source information fusion

U a1 a2 a3 a4 a5 a6

x1 0.5296 0.0407 0.9256 0.5559 0.2889 0.2226

x2 0.5956 0.0452 – 0.4252 0.3222 0.1593

x3 0.4715 0.0148 0.4463 0.3241 0.4259 0.2970

x4 0.4822 0.0185 0.4463 – 0.5630 0.2885

x5 0.4911 – 0.4333 0.2704 0.6481 0.3307

x6 0.7411 0.0604 0.9989 0.4441 0.2778 0.1663

x7 0.4630 0.0185 – 0.2948 0.6704 0.2863

x8 0.6185 0.0600 0.8256 0.4441 0.3000 0.1481

x9 – 0.0481 0.8252 0.4922 0.2815 0.2048

x10 0.5000 0.0304 0.4300 0.3711 0.7815 0.3667

Table 7 Result of multi information sources mean fusion

U a1 a2 a3 a4 a5 a6

x1 0.5254 0.0410 0.9262 0.5555 0.2907 0.2211

x2 0.6019 0.0431 0.5943 0.4256 0.3231 0.1648

x3 0.4851 0.0147 0.4417 0.3254 0.4250 0.2993

x4 0.4790 0.0194 0.4469 0.3660 0.5583 0.2886

x5 0.4859 0.0244 0.4325 0.2700 0.6519 0.3299

x6 0.7375 0.0588 0.9254 0.4820 0.2778 0.1668

x7 0.4743 0.0199 0.4114 0.2962 0.6704 0.2856

x8 0.6167 0.0612 0.8243 0.4455 0.2991 0.1502

x9 0.6478 0.0490 0.8251 0.4930 0.2843 0.2035

x10 0.4950 0.0298 0.4298 0.3716 0.7790 0.3690
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The given algorithm (Algorithm 1) is a new approach

for multi-source information fusion. Its provides a better

approximation accuracy than the mean fusion method from

the result of Example 3.1. First, we can calculate all the

similarity classes Tq
a ðxÞ, for any x 2 U under attribute

a. Then, the conditional entropy HaðDj eIqÞ is computed

with the qth information source under attribute a. Finally,

the minimum of the conditional entropy of the information

source is selected under the attribute a and using these

results splice into a new table. The computational com-

plexity of Algorithm 1 is shown in Table 9.

Next, we can analyze the time complexity of Algorithm

1 step by step. For Steps 4 and 5, the time complexity to

calculate the all Tq
a ðxÞ is denoted by t1 ¼ OðjUj2Þ, for any

x 2 U under attribute a. Steps 6 to 14 compute the condi-

tional entropy with the q information source under attribute

a, and the time complexity to finish Steps 6 to 14 is

t2 ¼ OðjUj � m2Þ. Steps 17 to 26 find out the minimum of

the conditional entropy of the corresponding source for any

a 2 fAT , and the time complexity to finish Steps 17 to 26 is

t3 ¼ OðjAT j � sÞ þ OðjUj � jAT jÞ.

4 Comparisons of Fusion Methods

In this section, we will study the differences between the

two fusion methods, in order to highlight the differences

between the methods proposed in the literature and in this

paper. In this paper, the fusion process of the two fusion

methods is given in the form of figure.

Case 1 Conditional entropy fusion method

The conditional entropy fusion process is shown in

Fig. 4. The conditional entropy is used to calculate the

fusion of multi-source information. in the fusion process,

firstly the conditional entropy of each source is calculated,
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and then the minimum value of each source in a given

attribute is found by calculating the conditional entropy;

finally, the minimum value corresponding to each of the

attributes of each source is drawn out to construct a new

information table.

Case 2 D-S evidence theory fusion method

The conditional entropy fusion process is shown in

Fig. 5. The D-S evidence theory is used to calculate the

fusion of multi source information. In the fusion process,

first the basic probability function mi , trust function Beli;

and likelihood function Pli of each sensor monitoring data

are calculated, and then, using D-S evidence theory syn-

thesis rules, all the evidence in the joint function of the

basic probability assignment function, the trust function,

and the likelihood function is calculated; finally, according

to the decision rules, the maximum support is selected as

the fusion result (Table 10).

5 Experimental Evaluation

In this section, in order to further illustrate the correctness

of conclusion of the above example, we conduct a series of

experiments to demonstrate that the approximate precision

of most of the conditional entropy fusion is higher than that

of the average value fusion based on standard datasets from

the machine learning data repository, University of Cali-

fornia at Irvine(http://archive.ics.uci.edu/ml/datasets.html),

namely ‘‘Statlog(Vehicle Silhouettes),’’ ‘‘Wine Quality-

red,’’ ‘‘Wine Quality-white,’’ ‘‘Combined Cycle Power

Plant,’’ ‘‘EEG Eye State,’’ ‘‘PPPTS,’’ ‘‘UJIIndoorLoc-

Mag,’’ ‘‘Default of credit card clients,’’ and ‘‘KEGG

Metabolic Relation Network (Directed).’’ This experi-

mental computing program is running on a personal com-

puter with the following hardware and software as in

Table 11.

Table 8 Approximation accuracies of two kinds of fusion methods

Multi-source fusion Mean fusion

Approximation accuracy 0.6667 0.5385
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Fig. 3 Flow diagram of Algorithm 1
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It is very difficult to directly download fuzzy incomplete

data from the network, so a method is proposed to obtain

multi-source fuzzy incomplete data. Firstly, in order to

obtain fuzzy data, original data in each column were

divided by the maximum value of the column. Then, a

multi-fuzzy decision table is constructed by adding Gauss

noise and random noise to the fuzzy information table.

Finally, in order to obtain multi-source fuzzy incomplete

datasets, the multi-fuzzy decision tables are used as the

multi-source fuzzy incomplete datasets after they delete

randomly some data.

Let MFDT ¼ f ~I1; ~I2; � � � ; ~Isg be a multi-source fuzzy

incomplete decision table constructed by a original fuzzy

information table ~I. First s numbers ðg1; g2; � � � ; gsÞ are

generated and these numbers obey the Nð0; rÞ distribution,
where r is the standard deviation. The method of adding

Gauss noise is defined as follows:

~Iiðx; aÞ ¼
~Iðx; aÞ þ gi if ð0� ~Iðx; aÞ þ gi � 1Þ
~Iðx; aÞ else

(

;

where ~Iðx; aÞ represents the value of object x under attri-

bute a in fuzzy information table and ~Iiðx; aÞ represents

object x under attribute a in the ith fuzzy information

source.

Then s random numbers ðe1; e2; � � � ; esÞ are generated

and these numbers are between �e and e, where e is the

random error threshold. The method of adding random

noise is described in the following.

~Iiðx; aÞ ¼
~Iðx; aÞ þ ei if ð0� ~Iðx; aÞ þ ei � 1Þ
~Iðx; aÞ else

(

;

where ~Iðx; aÞ represents the value of object x under attri-

bute a in fuzzy information table and ~Iiðx; aÞ represents

object x under attribute a in the ith fuzzy information

source.

Next, 40 % objects are randomly selected from the fuzzy

information table ~I and then Gauss noise is added to these

objects. 20 % objects are randomly selected from the rest

of the table and random noise is added. And we delete

randomly some data for the fuzzy information table ~I.

Finally, MFDT ¼ f ~I1; ~I2; � � � ; ~Isg can be achieved.

In different science fields, the standard deviation of

Gauss noise and random error threshold of random noise

may be different. In this paper, we will conduct the

experiments 20 times for each dataset and set the standard

Table 9 Computational

complexity of Algorithm 1
Steps 4–5 OðjUj2Þ
Steps 6–14 OðjUj � m2Þ
Steps 1–16 Oðs� jAT j � ðjUj2 þ jUj � m2ÞÞ
Steps 17–25 OðjAT j � sÞ
Step 26 OðjUj � jAT jÞ
Total Oðs� jAT j � ðjUj2 þ jUj � m2Þ þ jATj � sþ jUj � jAT jÞ

Sensor 1

Sensor 2

Sensor m

Preprocessor 1

Preprocessor 2

Preprocessor m

Information table 1

Information table 2

Information table m

Using the conditional entropy
to extract the attributes of each

information table

Fusion A new information table

Fig. 4 Conditional entropy fusion process
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deviation r and random error threshold e from 0 to 2 and

each time increase by 0.05. Under the CE fusion and mean

fusion, the approximation accuracy of U / D for each

dataset can be displayed in Table 12 and Figs. 4, 5, 6, 7, 8,

9, 10, and 11. CE and M stand for CE fusion and mean

fusion, respectively.

From Fig. 4, we can find that although accuracy of the

first decision class of conditional entropy fusion is much

lower than the average fusion accuracy, the accuracies of

the other five decision classes of conditional entropy of

fusion are mostly higher than the accuracy of the mean

value fusion as the noise continues to increase. And the

approximation accuracies of all decision classes of condi-

tional entropy fusion are much higher than that of the mean

value fusion. From Fig. 5, we find that the fusion accuracy

of conditional entropy of each decision class is much

higher than that of the mean value fusion in addition to the

accuracy of the first and seventh decision classes with

several conditional entropy fusion equal to the mean value

fusion, and the approximation accuracies of all decision

Sensor 1

Sensor 2

Sensor m

Preprocessor 1

Preprocessor 2

Preprocessor m

1 1

2 2

m m

Bel Pl
Bel Pl

Bel Pl

1 1

2 2

1 1

2 2

m m

Bel Pl
Bel Pl

Bel Pl

m m

Bel Pl
Bel Pl

Bel Pl

D-S rule of
composition

1 1

2 2

m m

Bel Pl
Bel Pl

Bel Pl

Decision
rule

Decision

Fig. 5 D-S evidence theory fusion process

Table 10 Experiment datasets

No. Dataset name Abbreviation Objects Attributes Decision classes Number of sources Elements of MDT

1 Statlog (vehicle silhouettes) S(VS) 846 19 4 10 160,740

2 Wine quality-red WQ-r 1,599 12 6 10 191,880

3 Wine quality-white WQ-w 4,898 12 7 10 587,760

4 Combined cycle power plant CCPP 9,568 6 6 10 574,080

5 EEG eye state EES 14,980 15 2 10 2,247,000

6 PPPTS PPP 25,000 11 6 10 2,750,000

7 Default of credit card clients DCCC 30,000 24 8 10 7,200,000

8 UJIIndoorLoc-Mag U-M 40,000 13 10 10 5,200,000

9 KEGG metabolic relation network KMRN 53,414 24 7 10 12,819,360

Table 11 Description of experiment environment

Name Model Parameters

CPU Intel i7� 5500U 2.40 GHz

Memory SamsungDDR3 8 GB; 1067

MHz

HardDisk WestData 1 TB

System Windows10 64 bit

Platform C þþ 6.0
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Fig. 6 Approximation accuracies of decision classes in the dataset WQ-r

Fig. 7 Approximation accuracies of decision classes in the dataset WQ-w
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classes for the conditional entropy fusion are higher than

that of the mean value fusion when the noise continues to

increase. From Fig. 6, we can see that the accuracy of

conditional entropy fusion for each decision class is much

higher than that of the mean value fusion in addition to the

fourth decision class with five conditional entropy fusion

Fig. 8 Approximation accuracies of decision classes in the dataset CCPP

Fig. 9 Approximation accuracies of decision classes in the dataset EES
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accuracy below the mean value fusion, and the approxi-

mation accuracies of all decision classes in the conditional

entropy fusion are higher than that of the mean value

fusion. From Figs. 7, 8, and 9, we find that as the noise

continues to increase, the accuracy of conditional entropy

fusion of each decision class is higher than that of mean

Fig. 10 Approximation accuracies of decision classes in the dataset PPP

Fig. 11 Approximation accuracies of decision classes in the dataset Dccc
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Fig. 12 Approximation accuracies of decision classes in the dataset U-M

Fig. 13 Approximation accuracies of decision classes in the dataset KMRN
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value fusion, and the approximation accuracies of all

decision classes in the conditional entropy fusion are also

higher than that of the mean value fusion. From Fig. 10, the

accuracy of conditional entropy fusion for each decision

class is much higher than that of the mean value fusion in

addition to the fourth and the tenth decision classes with

several conditional entropy fusion accuracies lower than

that of mean value fusion with the increase of noise. From

Fig. 11, with the constant increase in noise, the accuracy of

the conditional entropy fusion for each decision class is

much higher than the average value of fusion except that

the first decision class has an accuracy of conditional

entropy fusion equal to that of the mean value fusion.

As is vividly described in Figs. 6,7, 8, 9, 10, 11, 12, 13

and Table 12, we can see that when the noise is small, in

most cases, the approximation accuracy of CE fusion is

slightly higher than the approximation accuracy of mean

fusion. In a certain range, with the increase of noise, the

approximation accuracy of CE fusion is much better than

that of mean fusion. By observing the approximation

accuracies of the extension of concepts of CE fusion and

mean fusion about six datasets, we find that in most cases

the approximation accuracy of CE fusion is higher than the

approximation accuracy of mean fusion. In a certain range,

with the increase of noise, the accuracies of the extension

of concepts of CE fusion and mean fusion have an uptrend,

but they are not strictly monotonic.

6 Conclusions

At the present day, every people can get huge amounts of

data and information, these data and information are not all

clear and complete, how the information fusion is seem

very important. An effective multi-source fuzzy incomplete

information fusion method based on information entropy is

proposed in this paper. By this method, we can merge

multiple fuzzy incomplete sources into an information

table. By comparing the approximation accuracy, we can

get the information entropy fusion method better than the

average value fusion method. In the last part of this paper,

experiments on UCI datasets demonstrate that the proposed

method is simple compared to the average value fusion

method and verify the effectiveness of this method. The

method in this paper can be effective for the fusion of

multi-source fuzzy incomplete information systems. This

method further consummates the situation of information

fusion in multi-source environment.
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