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Abstract This paper proposes an ontology learning

method which is used to generate a graphical ontology

structure called ontology graph. The ontology graph

defines the ontology and knowledge conceptualization

model, and the ontology learning process defines the

method of semiautomatic learning and generates ontology

graphs from Chinese texts of different domains, the so-

called domain ontology graph (DOG). Meanwhile, we also

define two other ontological operations—document ontol-

ogy graph generation and ontology graph-based text clas-

sification, which can be carried out with the generated

DOG. This research focuses on Chinese text data, and

furthermore, we conduct two experiments: the DOG gen-

eration and ontology graph-based text classification, with

Chinese texts as the experimental data. The first experi-

ment generates ten DOGs as the ontology graph instances

to represent ten different domains of knowledge. The

generated DOGs are then further used for the second

experiment to provide performance evaluation. The ontol-

ogy graph-based approach is able to achieve high text

classification accuracy (with 92.3 % in f-measure) over

other text classification approaches (such as 86.8 % in

f-measure for tf–idf approach). The better performance in

the comparative experiments reveals that the proposed

ontology graph knowledge model, the ontology learning

and generation process, and the ontological operations are

feasible and effective.

Keywords Domain ontology graph � Knowledge

representation � Text classification � Ontology

1 Introduction

Ontology is a fundamental representation form for the

knowledge in real world. From the perspective of computer

science and information science, ontology [3, 14] defines a

set of representational primitives with which the domain of

knowledge or discourse can be modeled. A well-con-

structed ontology can be effectively used to develop a

knowledge-based information search and management

system in many fields, for example, artificial intelligence

[23], semantic web [21], software engineering [28], bio-

medical informatics [31], etc. However, due to the lack of

essential knowledge as the core components, most of these

existing systems are ineffective in terms of low accuracy in

searching and managing information (especially for Chi-

nese text data). Therefore, ontology that is acknowledged

as a knowledge representation language is becoming a very

important research area for developing the knowledge-

based information systems.

The major challenge for ontology learning is to create

and maintain an effective and efficient ontology with the

minimal human intervention. In order to achieve this

objective, many representative ontology learning method-

ologies [2, 17, 24, 30, 34, 40, 44] are designed to develop

the related theories, methods, or software tools which can
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be used to obtain the required ontology. However, in the

process of ontology construction and learning, these

existing ontology learning methodologies always need

much more direct human interventions. These interventions

may be required at the early stage [24, 44], that is, applying

the analytic method for matching strategy selection before

the execution of ontology extraction, or at the end of the

domain ontology editing [34, 40], that is, correcting or

reusing the learned conceptualizations. Meanwhile, some

colleagues [2, 17, 30] also argue that human intervention

could be placed at the middle phase with an iterative and

dynamic method of learning the concepts or properties. It is

well acknowledged [3, 14, 21] that the manual creating or

maintaining the ontology is time-consuming and ineffi-

cient; thus, the simplified ontology learning method with

little or minimal human intervention is more practical and

feasible to handle and represent the information inherent in

the real applications based on the semantic webs.

In addition, the ontology learning from text data is a

very interesting and useful method in formalizing ontology,

because the text data are a kind of important and rich

source of human knowledge. Many methodologies [7, 13,

15, 16, 23] on ontology learning from text data have been

widely developed in recent years. Most of those researchers

use artificial intelligence approaches such as machine

learning or statistical analysis to develop the methodolo-

gies, and they try to extract the domain ontology knowl-

edge from the text data semiautomatically. These existing

ontology learning technologies are relatively handy and

effective when conducting the learning tasks on English

text data. However, due to the language dependence, the

algorithms applied to English text data are found not

working well and efficiently in Chinese text. This is based

upon the structure of Chinese characters which are more

complex and multivariate compared with an English word.

And, as far as we know, there is not a successful Chinese

text-based knowledge and information system developed

and applied to the real applications. So, designing and

constructing an effective and time-saving ontology learn-

ing system based on Chinese text data has the theoretical

and practical values in commercial market.

Motivated by the demand of a high-performance ontol-

ogy learning strategy to deal with Chinese text data and

minimize the human intervention during the generation of

domain ontology simultaneously, in this paper, we develop a

comprehensive and innovative ontology extraction system

called KnowledgeSeeker that represents the domain ontol-

ogy with a graphical ontology structure—ontology graph.

Focusing on the specific application domain for Chinese

web text, KnowledgeSeeker can automatically generate the

domain ontology graph (DOG) that is a knowledge con-

ceptualization model depicted by our proposed ontology

graph. Meanwhile, we also define another type of ontology

graph named document ontology graph (DocOG) that is

used to represent the content of a single text document. The

main objective of extracting DocOG is to carry out the

ontology graph-based text classification through matching

the single document ontology (i.e., DocOG) with the domain

ontology (i.e., DOG). Based on the collected data sets of

web documents (totally contains 2,814 Chinese documents

with an average of 965 Chinese characters in each docu-

ment) from ten different domains, that is, (Arts and

Entertainments), (Politics), (Traffic), (Edu-

cation), (Environment), (Economics), (Mil-

itary), (Health and Medical), (Computer and

Information Technology), and (Sports), thirteen different

types of DOGs with different term sizes 10, 20, 30, 40, 50,

60, 70, 80, 90, 100, 150, 200, and 300, respectively, are

extracted and generated from every topic to represent the

domain knowledge. Then, the generated DOGs are further

used for the knowledge bases of ontology graph-based text

classification. From Chinese News Web site ( ,

http://www.people.com.cn), we have collected a very large

number of documents (57,218 documents) with an average

of 2,349 Chinese characters in each news document that

belong to ten distinct topic classes described above. We

compare the performances of ontology graph-based text

classification with two classical text classification meth-

ods—tf–idf [18] and term dependency [19]—in terms of

precision [35] (measures the accuracy of the retrieval

model), recall [10] (measures the ability of the retrieval

model to retrieve correct documents from the whole data

set), and f-measure [12] (measures the harmonic average of

precision and recall). The experimental results show that the

ontology graph-based text classification approach can

remarkably outperform each of tf–idf and term dependency

methods regarding the 3 above-mentioned indexes. The

better performances of ontology graph-based text classifi-

cation method reveal that the ontology graph learning

method can successfully generate a set of smaller sized

DOGs (30–80 term sizes) that are capable of representing

the domain knowledge. And, the high performance given in

the experimental result also demonstrates that Knowledge-

Seeker can effectively handle the knowledge representation

and management [37] with the presented ontological oper-

ations based on ontology graph theory.

The rest of this paper is organized as follows: In Sect. 2,

we summarize the research background on which our

methods are based upon. Section 3 discusses the detailed

methodology of generating the proposed domain ontology

graph model and applying this new model to Chinese-

based information search and management system.

Experimental simulations are carried out and the corre-

sponding analyses of these empirical observations are

presented in Sect. 4 Finally, in Sect. 5, we conclude this

paper and outline the main directions for future research.
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2 Background

2.1 Ontology

‘‘Ontology’’ originates from the philosophy discipline, and

it has been becoming a popular research topic in computer

science [21, 45] and information system [11, 27, 43] fields.

From the perspective of information science, ontology

defines a set of representational primitives with which we

can model the knowledge of a specific domain or discourse

[3, 14, 21]. The representational primitives of an ontology

contains the classes, attributes (properties), and relation-

ships between classes. They are used to model knowledge

of particular application domains. An ontological structure

is to define how those components gather and construct

together to represent a valid ontology. A 5-tuple based

structure [3, 14] is a commonly used formal description to

summarize the concepts and their relationships in a

domain. The 5-tuple core ontology structure is defined as:

S ¼ ðC;R;H; rel;AÞ; ð1Þ

where C is the set of concepts describing objects, R a set of

relation types, H a set of taxonomy relationship of C; rel �
C � C a set of relationship of C with relation type R, and

A a set of description logic sentences.

The term rel is defined as a set of 3-tuple relations:

rel = (s, r, o), standing for the relationship of subject-

relation-object, where s is the subject element from C, r is

the relation element from R, and o is the object element

from C. In this 5-tuple ontological structure, knowledge is

mainly represented by the logic sentences A, and the most

important component is rel where it defines 3-tuple based

concept relationship. A graphical representation of the

3-tuple structure is shown in Fig. 1, in which the subject

s is defined as a node of source n1, the object o defined as a

node of target n2, and the relation r defined as the associ-

ation link between n1 and n2.

2.2 Ontology learning

Textual data are the most direct resource of human

knowledge. Human beings write texts about what they

perceive and think about the world, so it is a descriptive

data that enable humans to share and exchange their

knowledge. Although analyzing the textual data by com-

puter is not a simple task, many methodologies on ontology

learning from text [1, 6, 25] have been widely developed in

recent years. Most of them use artificial intelligence

approaches to develop the methodologies, and the semi-

automatic text learning process is the goal of these

researches. They use many artificial intelligence approa-

ches such as information retrieval [23], machine learning

[36], natural language processing [13], and statistical

mathematics [15], to build the ontology learning system.

However, the ontology learning outcome is sometimes not

satisfactory to represent human knowledge [5, 8, 20, 26].

This is because the computational ontology is defined

explicitly, but the knowledge in textual data is vague and

implicit. There are difficulties to convert the implicit

knowledge from text to a formalized ontology representa-

tion, in terms of both its quantity and quality. Quantity

refers to that the ontology learning outcome is not com-

prehensive enough to express the whole knowledge

domain, and it should have missed out some useful

knowledge from the text. Quality refers to that the ontology

learning outcome cannot express the relevant knowledge.

In other words, from the standpoint of human under-

standing, the formalized knowledge from existing semi-

automatic learning processes could be partly irrelevant or

wrongly generated due to insufficient and inappropriate

knowledge representation.

However, due to the fact that manual creating or

maintaining the ontology is more time-consuming and

inefficient, the semiautomatic ontology learning from text

becomes a more practical and feasible scheme for for-

malizing ontology knowledge amid the rapid development

of the ontology engineering tools. With the use of semi-

automatic ontology learning method, the extracted ontol-

ogy can serve for two main purposes: First, the ontology

outcome can improve the performance of traditional

information system by increasing the intelligent ability

with embedded basic ontology knowledge. Although the

embedded ontology is incomplete for the entire knowledge

domain, it is still relevant to enhance the performance by

artificial intelligence technology. Secondly, the ontology

outcome can serve as an intermediate ontology or a base

ontology for human to further develop and revise it. The

incomplete or unsatisfied ontology can facilitate human

beings to further develop a desired ontology for the

knowledge domain, so that it is not required to build the

entire ontology from scratch.

2.3 Text classification

With rapid growth of Internet technologies, a lot of web

information is now available online. Information retrieval

[29] such as text classification [4, 22, 32] on web data is so

becoming a very important research area, as most web

documents are created in the form of unstructured or

semistructured text. A text classification system refers toFig. 1 Subject-relation-object representation
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constructing a classifier in such instances, given a set of

classes C ¼ fc1; c2; . . .; cmg and a document d, and deter-

mines the relevancy of class ci in order to find out where

document d belongs to. The classifier is a function fiðdÞ !
f0; 1g that expresses the relevancy value of the document

d for the class ci. A classical text classification model

consists of documents as the input, processes with natural

language processing, feature extraction, feature weighting,

feature reduction, classification engine, and output to rel-

evant classes or categories.

The traditional keyword-based text classification sys-

tems [22, 32] are mostly without many intelligent features,

which always provide the inaccurate results in many

practical applications. Intelligent text classification system

applies the computational knowledge model, such as

ontology, to enhance the classification algorithms. Ontol-

ogy-based text classification approach improves the per-

formance, in terms of its accuracy, over traditional

approaches to gain effectiveness amid current information

environment.

3 Methodology

In this section, we will describe how to generate the

domain ontology graph (DOG) and conduct the text clas-

sification based on document ontology graph (DocOG).

3.1 Ontology learning framework—KnowledgeSeeker

KnowledgeSeeker is a comprehensive system framework

which defines and implements four components; they are

as follows: (1) ontology graph modeling (the ontology

graph structure); (2) ontology learning (the learning algo-

rithm); (3) ontology generation (the generation process);

and 4) ontology querying (the operations for information

retrieval system). The KnowledgeSeeker system can be

used to develop various ontology-based intelligent appli-

cations by using the four defined ontological components.

These intelligent applications include knowledge-based

information retrieval system, knowledge mining system,

personalization system, and intelligent agent system.

Therefore, the entire KnowledgeSeeker system framework

breaks down into four modules for handling different kinds

of ontological process, as shown in Fig. 2.

3.2 Ontology graph modeling

The ontology graph is a novel approach used in Knowl-

edgeSeeker system to model the ontology of knowledge in

a domain (i.e., domain ontology graph, DOG) or in a single

text document (i.e., document ontology graph, DocOG).

The ontology graph consists of different levels of con-

ceptual units, in which they are associated together by

different kinds of relations. It is basically a lexicon system

(terms) that links up each other to represent a group

(a cluster), to formulate concepts and denote meanings.

The conceptual structure of an ontology graph consists of

many terms with some relationships between them, so that

the different conceptual units are formed like a network

model, as shown in Fig. 3.

Figure 4 further illustrates the conceptual view of the

ontology graph model which is created based on the

structure of term nodes and relations. The ontology graph

Fig. 2 The basic framework of

KnowledgeSeeker system
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consists of four types of conceptual units (CU) according to

their level of complexity exhibiting in knowledge. We

define four CUs—any objects (nodes) in the ontology

graph that gives semantics expression. All of these CUs are

linked up and associated by conceptual relation (CR)

within each other, to comprise the entire conceptual

structure of ontology graph and to model an area

(a domain) of knowledge.

The definitions of four CUs in ontology graph, their

natures, and the levels of knowledge according to their

complexity are described as follows:

1. Term. The smallest conceptual unit that extracted in

the form of a meaningful word (a sequence of Chinese

characters), those consist of ‘‘meaning’’ from the

human perspective.

2. Concept. A number of terms grouped together with CR

between each other form a concept. It is the basic

conceptual unit in the concept graph.

3. Concept cluster. A number of concepts related to each

other form a concept cluster. It groups similar meaning

of concepts in a tight cluster representing a hierarchy

of knowledge.

4. Ontology graph. The largest and entire conceptual unit

grouped by concept clustering. It represents a com-

prehensive knowledge of a certain domain.

3.3 Ontology learning method in Chinese text

The ontology learning is the process to learn and create a

domain of knowledge (a particular area of interest such as

art, science, entertainment, sport, etc.) in the form of

ontology graph, which is an ontology representation model

described in Sect. 3.2. The ontology graph creation is

considered as a knowledge extraction process. As descri-

bed in Sect. 3.2, we defined different levels of knowledge

objects, in the form of CU and CR, which are required for

extraction in the learning process. We define a bottom-up

learning approach to extract CU and CR and create the

ontology graph. The approach identifies and generates CU

from the lowest level, that is, term, to the highest level, that

is, DOG.

We focused on the ontology learning in Chinese text,

because the relationships between Chinese words are more

difficult to be analyzed simply by grammar and word

pattern (such as by regular expression) than English text.

Therefore, we use Chinese text as the data source for

learning and creating ontology graph which can reveal the

Fig. 3 Conceptual units

Fig. 4 The conceptual structure

of ontology graph in

KnowledgeSeeker
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feasibility and effectiveness of learning ontology based on

term relations, through the proposed learning approach.

The five learning subprocesses in the bottom-up learning

approach are as follows:

1. Term extraction the most basic process that recognizes

all meaningful Chinese terms in text documents.

2. Term-to-class relationship mapping the second process

that finds out the relations between terms and classes.

3. Term-to-term relationship mapping the third process

that finds out the relations between all Chinese terms

within a class.

4. Concept clustering the fourth process that further

groups (clusters) the Chinese terms within a class

(domain) based on their similarity.

5. Ontology graph generation the final process that

generates an ontology graph to represent the domain

knowledge for specific application.

Figure 5 shows the detailed subprocesses in the bottom-

up approach of DOG learning method. All of these sub-

processes correspond to various CUs at different levels.

Thus, the knowledge is learned from the smallest CU (i.e.,

term) toward the largest CU (i.e., DOG).

3.3.1 Term extraction

Our approach focuses on learning the domain ontology

graph from Chinese text. Since there is no space among the

characters in Chinese writing, a useful means of word

disambiguation is not available in Chinese that is available

in English. For this reason, Chinese term extraction typi-

cally relies on dictionaries. An existing electronic dictio-

nary is available such as HowNet [9]. It contains over

50,000 distinct Chinese words, and it is useful for identi-

fying the meaningful words inside a text, and it can con-

stitute an initial term list for carrying out the term

extraction process. By applying a maximal matching

algorithm to the word list and a corpus of a set of Chinese

texts, we can extract a candidate term list (a list of terms

that are potentially associated with a relevant concept and

thus to be extracted from the learning process), while fil-

tered out other unnecessary terms that do not appear in the

text corpus. n numbers of candidate terms T ¼
ft1; t2; . . .; tng are thus extracted, where every term tiði ¼
1; 2; . . .; nÞ in the term list T appears at least once in the text

corpus.

Besides the existing terms in the dictionary, an addi-

tional input of Chinese terms into the term extraction

process is also required. These additional words, such as

named person/organization, brand/building names, and

new technologies, usually are not maintained in the dic-

tionary since the dictionary is not keeping updates all the

time. Therefore, adding new terms into the initial word list

by human effort is also required.

3.3.2 Term-to-class relationship mapping

The candidate term list T extracted from the Chinese text

corpus does not have any meaning and relationship to any

conceptual units in the ontology graph model; thus, the

second process that applied to the candidate term list is the

term-to-class relationship mapping. This mapping process

acts like feature selection that selects and separates every

term in the term list from its most related domain class.

First of all, we need to prepare a corpus of a set of labeled

texts (a set of text documents which are classified into

Fig. 5 The learning process of

domain ontology graph
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different domains), and then, we can measure how the

terms are related to each class. Finally, a sublist of terms is

selected from the candidate term list for each class. The

mapping process means that we give every term in the

sublist associated with a class with a weighted and directed

relation between a term and a class, as shown in Fig. 6a.

The term-to-class relationship mapping applies a v2

statistical term-to-class independency measurement to

measure the degree of interdependency between a term and

a class. The measurement is carried out by first calculating

the co-occurrence frequencies between every term t and

class c which is expressed as the observed frequency Oi,j

where i 2 t;:tf g and j 2 c;:cf g. Thus, Ot,c is the

observed frequency (number) of documents in class c

which contains the term t; Ot;:c is the observed frequency

of documents that are not in class c and contain the term

t; O:t;c is the observed frequency of documents that are in

class c and do not contain the term t; and O:t;:c is the

observed frequency of documents that are neither in class c

nor contain the term t. The observed frequency is compared

to the expected frequency Ei,j where i 2 t;:tf g and j 2
c;:cf g;Ei;j is defined as

Ei;j ¼
P

a2ft;:tgOa;j

P
b2fc;:cg Oi;b

N
; ð2Þ

where N ¼ Ot;c þ Ot;:c þ O:t;c þ O:t;:c denotes the size of

a classified document corpus.

Chi-square statistics independency measurement for

term t and class c is defined as

v2
t;c ¼

X

i2ft;:tg

X

j2fc;:cg

Oi;j � Ei;j

� �2

Ei;j
: ð3Þ

An alternative chi-square statistical-based word-class

dependency measure defines Rt,c as

Rt;c ¼
Ot;c

Et;c
; ð4Þ

where Rt,c is the ratio between Ot,c and Et,c. The term t is

measured as positive dependency on class c if Rt,c [ 1, or

the term t is measured as negative dependency on class c

if Rt,c \ 1. Rt,c = 1 means that there is no dependency

between t and c. In summary, vt,c
2 measures the dependency

between a term and a class in a data set of documents,

while Rt,c measures whether the dependency is positive or

negative:

t is
positive dependency on c if Rt;c [ 1

negative dependency on c if Rt;c\1

�

ð5Þ

3.3.3 Term-to-term relationship mapping

The term-to-term relationship mapping is a further learning

process that aims to calculate the inter-relationships

between every term in the term list of a class (the term list

of a class that has been created in the term-to-class rela-

tionship mapping process). In the term-to-class relationship

mapping process, we find out the weighted relationship

between a term and a class, but we do not know how those

terms are related to each other inside the class. Therefore,

the term-to-term relationship mapping further finds out and

calculates this weighted relationship between those terms.

We calculate and create a directed relation between the two

terms, as shown in Fig. 6b.

To measure term-to-term relationship, we first select a

certain number of terms in each class. In a real case, we

determine a threshold k for the maximum number of

highest ranked positive terms inside a term dependency

vector of each class to represent the term group of the

corresponding class for calculation:

Fig. 6 The terms mapping
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1. k-number of highest ranked positive terms in each

class for there are m number of classes: V ¼
fv1; v2; . . .; vmg for each vi ¼ fðt1; v2

t1;ci
;Rt1;ci

Þ;
ðt2; v2

t2;ci
;Rt2;ci

Þ; . . .; ðtk; v2
tk ;ci
;Rtk ;ci

Þg where Rtj;ci
¼

Otj ;ci

Etj ;ci

[ 1 denotes the dependence of a term tjðtj 2
T ; T ¼ ft1; t2; . . .; tkgÞ on a class ciðci 2 C;C ¼
fc1; c2; . . .; cmgÞ is positive.

2. If the number of positive terms (Rtj;ci
[ 1) in a class is

smaller than the threshold k, then we select all positive

terms inside the class as the term group.

In the term-to-term relationship mapping process, we

similarly apply chi-square statistical measurements of all

the terms in the term group vi of each class ciðci 2 C;C ¼
fc1; c2; . . .; cmgÞ. The equation for v2 statistics is modified

to measure the independency between the two terms,

instead of between a term and a class in the previous term-

to-class mapping process. The co-occurrence frequency

between the two terms ta and tb is the observed frequency

Oi,j where i 2 ta;:tbf g and j 2 tb;:tbf g. Thus, Ota,tb is the

observed frequency (number) of documents that contain

term ta as well as term tb; Ota;:tb is the observed frequency

of documents which contains term ta but does not contain

term tb; O:ta;tb is the observed frequency of documents

which does not contain term ta but contains the term tb; and

O:ta;:tb is the observed frequency of documents which does

not contain both terms ta and tb.

Hence, the Eqs. (3) and (4) given in Sect. 3.3.2 can be

changed to Eqs. (6) and (7), respectively, to measure the

dependency between ta and tb:

v2
ta;tb
¼

X

i2fta;:tag

X

j2ftb;:tbg

Oi;j � Ei;j

� �2

Ei;j
; ð6Þ

Rta;tb ¼
Ota;tb

Eta;tb

: ð7Þ

vta ,tb
2 measures the dependency between terms ta and tb in

a data set of documents, while Rta ,tb measures whether this

dependency is positive or negative. Algorithm 1 presents

the detailed procedure of calculating vta ,tb
2 of a class

ciðci 2 C;C ¼ fc1; c2; . . .; cmgÞ. Therefore, after the term-

to-term relationship mapping and normalization process, we

can obtain two k 9 k term-to-term dependency matrices

containing the values of nvt_a ,t_b
2 and Rt_a ,t_b which

represent the relationship of every term-to-term pair within a

class ciðci 2 C;C ¼ fc1; c2; . . .; cmgÞ.
The term independence representations can be converted

into a directed graph G = (V, A), where V is the set of

selected terms, V ¼ ft1; t2; . . .; tk�1; tkg; and A is the set of

directed and weighted edge, A ¼ fðti; tj; nv2
ti;tj
Þji 2

f1; 2; . . .; kg; j 2 f1; 2; . . .; kgg. Whether the edge between

the two terms ti and tj should be represented in the directed

graph G depends on the value of Rti;tj
. When Rti;tj [ 1; i 2

f1; 2; . . .; kg; j 2 f1; 2; . . .; kg which denotes the depen-

dency between the two terms ti and tj is positive, in this

case, there is a visual link created between these two terms

in graph G; otherwise, when Rti;tj\1; i 2 f1; 2; . . .; kg;
j 2 f1; 2; . . .; kg, which denotes the dependency between

the two terms ti and tj is negative, then the associated link

between these two terms will not be represented in the

directed graph G. For example, if k = 4 and all R [ 1

which means the dependency relation between any two

terms is positive, the directed graph is created as in Fig. 7.

The vertices in this graph are the top k = 4 terms in the

class c1, and the edges in this graph are the directed and

weighted links between the two terms if their dependency

relation is positive. In Fig. 7, the term-to-class relation-

ship vector of class c1 is vc_1 = {(t1, 0.476, 1.667),

(t2, 10.3.333), (t3, 0.476, 1.667), (t4, 0.476, 1.667)}.

3.3.4 Concept clustering

The concept clustering is the process of grouping seman-

tically similar terms into a tight semantic group. The graph

created in the previous step is the base input for the concept

clustering process. The idea is to group terms with high

weighted relations into a subgraph while separating out

other terms to create a new subgraph of low weighted

relations. Clusters are automatically created without

explicitly defining the number of clusters which need to be

created. The highest weighted edge ex with two vertices ta
and tb is firstly grouped together to form an initial cluster.

We then select the next highest weighted edge ey with the

next two vertices tc and td. If the next selected vertices are

linked by any vertices from the existing cluster, the vertices

are put into that cluster. Otherwise, a new cluster is formed

with the inclusion of the selected vertices. Algorithm 2

gives the detailed term-to-concept clustering procedure.

Fig. 7 The ontology graph containing 4 terms in class c1
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The concept clustering, therefore, creates a second taxo-

nomical relationship. The first layer of concept hierarchy is

created in term-to-class relationship mapping, where all the

terms related to that class are now further clustered and form

a second layer of hierarchy. That is, every cluster creates a

relation to its related class as a parent, relations to all their

contained terms as children, and finally a three-level taxo-

nomical hierarchy of concepts inside the DOG.

3.3.5 Domain ontology graph generation

In KnowledgeSeeker, we define ontology graph to model a

set of concepts. Concepts are created by the set of terms

and relations between them. The relations of terms are

enhanced by weights, which are generated automatically by

the statistical learning method as presented in Sect. 3.3.2.

In the following, we formalize the definition of DOG.

Definition 3.1 The DOG in KnowledgeSeeker system is

an ontology graph associated with the specific domain. It

can be defined as:

OGd ¼ ðT ;F;H;R;C;AÞ; ð8Þ

where d defines the domain in which the ontology graph is

associated with; T is a set of terms ti of OGd; F a set of

word functions of terms ti 2 T ; H a set of taxonomy rela-

tionship of T; R a set of relations between ti and tj, where

ti; tj 2 T ; C a set of clusters of t1; . . .; tn, where

t1; . . .; tn 2 T; and A a set of axioms that characterizes each

relation of R.

The DOG is created from a large classified Chinese

corpus in the ontology learning process. The generation is a

semiautomatic process. The manual processes include

defining the initial term list (can be obtained from existing

dictionary), defining and mapping the types of word

function (also may be obtained from that dictionary), and

labeling the concept clusters. The semiautomatic processes

include the domain terms extraction, terms relationship

extraction, and concept cluster extraction. Algorithm 3

shows the steps of DOG generation.

3.4 Document ontology graph generation

DocOG is another type of ontology graph which is used to

represent the content of a single text document. Traditional
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information retrieval system usually represents documents

by term vectors. In KnowledgeSeeker system, we proposed

to use the ontology graph model to represent the content of

a text document. In addition, the DocOG can also describe

more information about the document, such as the related

knowledge of a certain domain. This can be done by

matching the text document to a DOG to acquire more

knowledge about the related domain.

The matching of a text document to a DOG aims at

extracting more knowledge about the domain inside the

document. Text document is often represented by a list of

terms (a weighted term vector). We match the term ’vector’

to a DOG to create mappings between them if they have the

intersection of same terms (Fig. 8). This process can relate

a document to a particular domain. The process can be used

to generate DocOG for the original document and also

measure the similarity of the document to the matched

DOG. Algorithm 4 describes the detailed process of

DocOG generation.

3.5 Ontology graph-based text classification

Ontology graph-based text classification is done by mea-

suring the similarity between a DocOG (representing a

document) and a DOG (representing a domain). This is to

find out how the document is related to the domain for

comparison, which is useful in text classification process.

When a DocOG is compared to more than one DOG, the

highest scored DOG in the result is the domain that the

document is mostly related to. Figure 9 depicts the com-

ponents of DOG and DocOG comparison process. And,

Algorithm 5 summarizes the detailed process of ontology

graph-based text classification.

3.6 Example of comparison between DocOG and DOG

In this section, we will give an example to show the

matching process of DOG and DocOG. For simplification,

the tabular form and graphical representation of DOG in

domain d (i.e., DOGd containing 5 terms-A, B, C, D, E)

are presented in Table 1 and Fig. 10, respectively. The

information of two DocOGs, that is, DocOGd1
and

DocOGd2
corresponding to two different documents d1 and

d2 are also summarized in Table 2 and Fig. 11 and Table 3

and Fig. 12.

We firstly compute the document score of each DocOG

by summing up all the relations as following expressions

(excluding the weight of self-relations):

score DocOGd1
;DOGdð Þ ¼ 1:425;

score DocOGd2
;DOGdð Þ ¼ 2:275:

Then, the similarity between DocOG and DOG can be

obtained by finalizing the document scores:

sim DocOGd1
;DOGdð Þ ¼ score DocOGd1

;DOGdð Þ
score DOGdð Þ

¼ 1:425

5
¼ 0:285;

sim DocOGd2
;DOGdð Þ ¼ score DocOGd2

;DOGdð Þ
score DOGdð Þ

¼ 2:275

5
¼ 0:455:

Fig. 8 Mapping overlapping terms in document and DOG

Fig. 9 Components of DOG

and DocOG comparison process
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4 Experimental results

4.1 Experimental data set

The source of knowledge serves for the data prepared for

domain ontology graphs generation. In the entire experi-

ment, from the learning source to testing document, all of

the involved documents are written in Chinese. First of all,

we need a classified Chinese document corpus for both

learning and testing purposes.

The document corpus (D1) contains 2,814 Chinese

documents with an average of 965 Chinese characters in

each document. The articles belong to ten different topic

classes, which are (Arts and Entertainments),

(Politics), (Traffic), (Education), (Environ-

ment), (Economics), (Military), (Health and

Medical), (Computer and Information Technology),

and (Sports). These ten topics are labeled as the

classes for the domain ontology learning processes. The

documents of the corpus in every class are further divided

to allow 70 % of them for the learning set (D1-Learn) and

30 % for the testing set (D1-Test). The document

distributions (including total document count, the size of

training set, and the size of testing set) of the ten classes are

shown in Table 4. We use only the 70 % classified

documents (1,972 documents) for the process of the

term extraction and term-to-class relationship mapping.

Table 1 Relations in DOGd

A B C D E

A 1 0.1 0.2 0.3 0.4

B 0.1 1 0.2 0.3 0.4

C 0.1 0.2 1 0.3 0.4

D 0.1 0.2 0.3 1 0.4

E 0.1 0.2 0.3 0.4 1

Fig. 10 DOGd

Table 2 Relations in DocOGd1

A B C D E

A 0.5 0.05 0.1 0.15 0.2

B 0.05 0.25 0.05 0.075 0.1

C 0.05 0.05 – 0.075 –

D 0.05 0.05 0.075 0.25 0.1

E 0.05 0.05 – 0.1 –

Fig. 11 DocOGd1

Fig. 12 DocOGd2

Table 3 Relations in DocOGd2

A B C D E

A – – – 0.225 0.1

B – – – 0.225 0.1

C – – – 0.225 0.1

D 0.075 0.15 0.225 0.75 0.3

E 0.025 0.05 0.075 0.3 0.25
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The results of the number of positive and negative terms in

these ten classes are also shown in Table 4.

There is another Chinese document set from an

unclassified warehouse (D2). It is used for the process of

term-to-term relationship mapping and concept clustering.

The unclassified warehouse D2 contains a relatively large

amount of documents (57,218 documents) which are col-

lected from a Chinese News Web site ( , http://www.

people.com.cn), with an average of 2,349 Chinese char-

acters in each news document.

4.1.1 Samples of ontology graph generation from ten

different domains

Figure 13 visualizes the generated ontology graphs from

ten different domains. The learning process selects the top

30 positive terms in each class (k = 30 in Algorithm 3) to

generate the corresponding DOG. These pictures only

visualize the terms and their relationships. The corre-

sponding list of English translation of the 30 Chinese terms

in each domain is provided in Fig. 14.

From Algorithm 3, we can see that two predefined

parameters, that is, the maximum number of terms k and

minimum term dependency h, which will influence the

generation of DOG. To take for an example, we select

the top 20 terms in this domain to generate DOGs with

different parameters so that the process of DOG generation

can be understood more clearly. These top 20 terms of

domain are listed in Table 5. And, the graphical

results of generated DOGs are visualized in Fig. 15.

4.2 Performance of the ontology graph-based text

classification

The text classification experiment described here has two

purposes. On the one hand, we wish to evaluate the classi-

fication performance of the proposed ontology graph-based

classification by comparing it with other classification

approaches. On the other hand, we wish to determine the

optimal size, the number of terms in DOG for a class that can

produce the best classification result.

4.2.1 Experiments description

The designed experiments consist of two parts: testing the

performance of ontology graph-based approach (experi-

ment I) and evaluating the optimal parameters (i.e., k and

h) of DOG for best classification result (experiment II).

The first experiment presents a text classification compar-

ison by using three different approaches to classify documents.

The first is the traditional tf–idf approach [18]. The second is

the term dependency approach [19] which replaces the tf–idf

weight by the term dependency weight in DOG. The third is

the ontology graph-based approach which scores a document

(which is represented as DocOG) to a class by the weight of

relationships between each concept in the ontology graph. We

aim to evaluate and compare the performance of different text

classification approaches in terms of their accuracies (e.g.,

precision, recall, and f-measure). The three different text

classification approaches are introduced as follows:

1. Term frequency–inverse document frequency (tf–idf)

approach. This approach uses a scoring function that

scores the terms occurred in the document by the term

frequency and the inverse document frequency. This

scoring function is the same as the traditional tf–idf

classification approach [18], and it is defined as:

score tið Þ ¼ tfti � idfti ; ð9Þ

2. Term dependency approach. This approach [19] uses a

scoring function that scores the terms occurred in the

document by the term weight in the DOG. Term

weights in the ontology graph are represented by the

dependency measurement-R, and it is calculated in the

DOG learning process. In our study, the term

dependency scoring function is defined as:

score tið Þ ¼ tfti � Rti ; ð10Þ

3. Ontology graph approach. The ontology graph-based

text classification approach is processed by measuring

the similarity between DOG and the correspon-

ding DocOG as described in Sect. 3.5. Therefore, the

scoring function for comparing a document to a

domain is defined as:

score doc, DOGj

� �
¼ score DocOG, DOGj

� �
; ð11Þ

where term tj 2 T ; T ¼ ft1; t2; . . .; tng; doc represents the

input document, and DocOG is the document ontology

graph of doc; DOGj is the domain ontology graph for the

j-th domain, j ¼ 1; 2; . . .;m.

Table 4 The detailed document distribution of corpus D1

Class Number of

documents

D1-

Learn

(70 %)

D1-

Test

(30 %)

Number of

positive

terms

Number of

negative

terms

248 174 74 867 29281

505 354 151 966 37481

214 150 64 769 34691

220 154 66 904 30604

201 141 60 788 32823

325 228 97 664 35680

249 174 75 727 33439

204 143 61 862 35527

198 139 59 774 30671

450 315 135 956 37061
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Fig. 13 The ontology graphs generated from ten different domains
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The second experiment presents an extended text clas-

sification case by using those three different approaches

presented in experiment I and further varying the size of

terms used in each approach and the parameter h for

ontology graph approach. The process used the same

scoring functions presented in experiment I but with

Fig. 14 The English translation of Chinese terms
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different sizes of the term vector (for if-idf and term

dependency approaches) or DOG (for ontology graph

approach) of each class to achieve the text classification. In

this experiment, we aimed to evaluate how the size of

terms in each approach and parameter h for ontology graph

approach affect the classification performance.

4.2.2 Evaluation methods

Error rate is the most practical measurement to evaluate the

text classification performance. This measurement is aimed

to calculate the classification accuracy, in terms of preci-

sion, recall, and f-measure. It is achieved by first observing

the classification correctness from the result:

1. Precision [35]: It measures the accuracy of the retrieval

model, by calculating the percentage of correctly

retrieved documents to the whole retrieved result set. It

is defined by:

precision ¼ TP

TPþ FP
; ð12Þ

2. Recall [10]: It measures the ability of the retrieval

model to retrieve the correct documents from whole

data set, through calculating the percentage of

correctly retrieved documents to all the documents

which should be retrieved. It is defined by:

recall ¼ TP

TPþ FN
; ð13Þ

3. F-measure [12]: It measures the harmonic average of

precision and recall. It is defined by:

f -measure ¼ 2� precision� recall

precisionþ recall
; ð14Þ

where TP (true positive) is the number of relevant

documents, retrieved as relevant; FP (false positive) the

number of relevant documents, not retrieved as relevant;

and FN (false negative) the number of irrelevant

documents, retrieved as irrelevant.

4.2.3 Result of ontology graph-based text classification

Table 6 shows the detailed results obtained by computing

precision, recall, and f-measure for the three approaches

using a term size of 30, that is, 30 of terms are used in the

tf–idf method and 30-term sized DOG are used in the term

dependency and ontology graph method. The table sum-

marizes the precision, recall, and f-measure of each class in

the testing document set, and also its average. The above

experimental result has shown that the ontology graph

approach obtains the highest classification accuracy

(89.2 % of f-measure) and the term dependency method

has the second highest classification accuracy (87.2 % of

f-measure), while the tf–idf performs the lowest classifi-

cation accuracy (84.8 % of f-measure) among the three

methods that have been tested. This experiment has shown

that the DOGs are useful to represent a domain of classes,

and also it is useful to develop a classification system. By

comparing to the term dependency method, it revealed that

the relationship of concepts in the ontology graph is useful

for representing knowledge. This is because using the

relationship information in DOG (ontology graph

approach) performs better results of text classification

rather than not using the relationship (term dependency

approach) in the first place. Therefore, this concludes that

the ontology graph approach is effective for developing a

text classification system.

4.2.4 Results of using different size of terms for text

classification

In the previous experiment, we have found that the ontol-

ogy graph-based approach performs the best in text clas-

sification among all three tested approaches. In this

experiment, we further evaluate those three methods by

varying the size of terms (the number of term nodes in

DOG) used in the text classification process. The precision,

recall, and f-measure values have been computed for this

experiment by using different sizes of term nodes of DOG.

Table 5 Top 20 terms in domain

Rank Term v2 R

1 (arts) 1014.18 7.552083

2 (works) 979.3634 8.992248

3 (creative) 975.1136 9.478261

4 (perform) 748.1122 8.495575

5 (literature) 688.607 8.47619

6 (audience) 666.3134 8.585859

7 (culture) 585.201 5.131086

8 (artist) 572.6829 9.305556

9 (draw) 512.5542 6.27451

10 (actor) 411.4805 9.090909

11 (opera) 392.7607 9.387755

12 (music) 386.0206 6.542056

13 (show) 357.0295 7.605634

14 (stage) 349.994 7.846154

15 (act) 343.3402 6.595745

16 (painting) 330.3707 7.051282

17 (style) 329.2021 8.6

18 (hold) 329.0934 5.125

19 (troupe) 327.732 9.5

20 (sing) 318.0413 9.069767
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Fig. 15 The DOGs in domain with different parameters k and h
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The sizes of the term nodes in DOG tested in this experi-

ment are as follows: 10, 20, 30, 40, 50, 60, 70, 80, 90, 100,

150, 200, and 300. Table 7 depicts the experimental results

of the three approaches—tf–idf, term dependency, and

ontology graph correspondingly, presenting the precision,

recall, and f-measure with the optimum size highlighted.

As shown in Table 7, the tf–idf approach for the text

classification gives accuracy in f-measure with 82 and

86.8 %. Using the term size of 10 gives the lowest preci-

sion (84.0 %), and using the term size of 80 gives the

highest precision (90.5 %). Using the term size of 300

gives the lowest recall (79.1 %), and using the term size of

60 gives the highest recall (83.7 %). Using the term size of

10 gives the lowest f-measure (82.0 %), and using the term

size of 60 gives the highest f-measure (86.8 %). The term

dependency approach for the text classification gives

accuracy in f-measure with 83 and 88.9 %. Using the term

size of 10 gives the lowest precision (90.6 %), and using

the term size of 300 gives the highest precision (92.1 %).

Using the term size of 10 gives the lowest recall (76.6 %),

and using the term size of 300 gives the highest recall

(86.0 %). Using the term size of 10 gives the lowest

f-measure (83.0 %), and using the term size of 300 gives

the highest f-measure (88.9 %). The ontology graph-based

approach for the text classification gives accuracy in

f-measure with 86.6 and 92.3 %. Using the size of ontology

graph of 10 gives the lowest precision (90.2 %), and using

the size of ontology graph of 80 gives the highest precision

(93.6 %). Using the size of ontology graph of 10 gives the

lowest recall (83.3 %), and using the size of ontology

graph of 80 gives the highest recall (91.0 %). Using the

size of ontology graph of 10 gives the lowest f-measure

(86.6 %), and using the size of ontology graph of 80 gives

the highest f-measure (92.3 %).

We explore the combination (see Table 8) of results

from previous experiments to figure out an optimal setting

for the text classification process. We found that the

ontology graph is the best approach for implementing the

text classification. In addition, the DOG with a term size of

80 gives the best performance. From the results of preci-

sion and recall for the three approaches, we demonstrate

that the use of ontology graph approach performs the best

for every term size used. Generally, for the ontology graph-

based text classification approach, the use of smaller sizes

of ontology graph results in lower precision and recall.

Although the result also shows that the precision and recall

are optimized by using the size of 80, any size larger than

80 does not increase the accuracy. Similarly, the experi-

mental results of f-measure for the three approaches show

that the performance of text classification system is opti-

mized by using the ontology graph approach with the term

size of 80.

4.2.5 Results of using different threshold h for text

classification

From the previous experimental results, we get that when

the ontology graph has 80 terms, the best classification

performances, that is, precision, recall, and f-measure, can

be obtained. In this experiment, we will fix the size of

ontology graph (parameter k = 80) and further test the

influence of parameter h on the performance of ontology

graph-based text classification. The parameter h is used to

filter the edge of which the dependency is lower than

threshold h. That is to say, if the weight of edge is smaller

Table 6 Details of classification result of each class

Class Approach Precision Recall F-measure

Tf–idf 0.9426 0.8243 0.8795

Term dependency 0.9306 0.9054 0.9178

Ontology graph 0.9333 0.9200 0.9266

Tf–idf 0.7165 0.9146 0.8035

Term dependency 0.6032 0.9868 0.7487

Ontology graph 0.8544 0.8940 0.8738

Tf–idf 0.9831 0.9063 0.9431

Term dependency 0.9825 0.8750 0.9256

Ontology graph 0.9355 0.9063 0.9206

Tf–idf 0.9649 0.8333 0.8943

Term dependency 0.9836 0.9091 0.9449

Ontology graph 0.9118 0.9394 0.9254

Tf–idf 0.8727 0.8000 0.8348

Term dependency 0.9245 0.8167 0.8673

Ontology graph 0.9483 0.8800 0.9129

Tf–idf 0.6071 0.8763 0.7173

Term dependency 0.8191 0.7938 0.8063

Ontology graph 0.8058 0.8557 0.8300

Tf–idf 0.9111 0.5467 0.6833

Term dependency 0.9756 0.5333 0.6897

Ontology graph 0.8571 0.7546 0.8026

Tf–idf 0.9556 0.7049 0.8113

Term dependency 1.0000 0.7049 0.8269

Ontology graph 0.9792 0.7705 0.8624

Tf–idf 0.9600 0.8136 0.8807

Term dependency 0.9808 0.8644 0.9189

Ontology graph 0.8730 0.9257 0.8986

Tf–idf 0.9474 0.9106 0.9286

Term dependency 0.9918 0.8963 0.9416

Ontology graph 0.9771 0.9256 0.9507

Ave Tf–idf 0.8861 0.8130 0.8480

Term dependency 0.9192 0.8286 0.8715

Ontology graph 0.9076 0.8772 0.8921
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than h, this edge will be excluded in the calculation of

ontology graph generation. Therefore, the higher threshold

will decrease more edges in ontology graph and further

reduce the size of generated ontology graph. We let the

values of h be 0.0, 0.1, 0.2, 0.3, 0.4, 0.5, 0.6, 0.7, 0.8, 0.9,

and 1.0, respectively, in this experiment. The experimental

results are summarized in Table 9 which depicts the

detailed precision, recall, and f-measure of ontology graph-

based text classification. As shown in Table 9, the

classification evaluations in terms of precision, recall, and

f-measure all decrease gradually with the increase in

threshold h. When h = 0, that is, all edges are included in

the generated ontology graph, the best classification per-

formances are arrived. However, when h = 1.0, the pre-

cision, recall, and f-measure all decline to the minimum

values. This tells us that the more information be included

in the generated ontology graph, the more complete the

domain knowledge be represented by the ontology graph,

and further the better classification performances be

attained by the ontology graph.

5 Conclusion

This paper describes a comprehensive and innovative

ontology-based information management system called

KnowledgeSeeker. We proposed and implemented several

different ontological components and processes in

KnowledgeSeeker, which are required to develop different

kinds of ontology-based intelligent applications. First, we

describe a model for representing ontology knowledge

called ontology graph and propose an approach for learning

the ontology from a text corpus. The approach adopts a chi-

square-based statistical learning method to extract and

formalize knowledge from a document corpus in the form

of domain ontology graph (DOG). Then, the structure of

the ontology graph for semiautomatic generation purpose is

defined and several ontological operations are presented

Table 7 Classification result for tf–idf, term dependency, and ontology graph approaches

Size Tf–idf Term dependency Ontology graph

k Precision Recall F-measure Precision Recall F-measure Precision Recall F-measure

10 0.8396 0.8011 0.8199 0.9061 0.7657 0.8300 0.9023 0.8329 0.8662

20 0.8723 0.8119 0.8410 0.9130 0.8016 0.8537 0.9116 0.8631 0.8867

30 0.8861 0.8130 0.8480 0.9192 0.8286 0.8715 0.9076 0.8772 0.8921

40 0.8838 0.8162 0.8487 0.9123 0.8310 0.8697 0.9102 0.8846 0.8972

50 0.8877 0.8261 0.8558 0.9107 0.8400 0.8739 0.9213 0.8913 0.9061

60 0.9002 0.8372 0.8676 0.9087 0.8370 0.8714 0.9239 0.8914 0.9074

70 0.8957 0.8286 0.8608 0.9138 0.8389 0.8747 0.9325 0.9078 0.9200

80 0.9050 0.8214 0.8612 0.9187 0.8466 0.8812 0.9360 0.9103 0.9230

90 0.9010 0.8237 0.8606 0.9136 0.8460 0.8785 0.9325 0.9078 0.9200

100 0.8986 0.8157 0.8551 0.9196 0.8544 0.8858 0.9293 0.9054 0.9172

150 0.9031 0.804 0.8506 0.9162 0.8544 0.8842 0.9240 0.9039 0.9138

200 0.8982 0.7962 0.8441 0.9177 0.8548 0.8851 0.9226 0.9015 0.9119

300 0.9034 0.7912 0.8436 0.9206 0.8597 0.8891 0.9254 0.9035 0.9143

Table 8 Summary of the optimized result

Size for optimized

precision

Size for

optimized recall

Size for

optimized

f-measure

Tf–idf 80 (90.5 %) 60 (83.7 %) 60 (86.8 %)

Term

dependency

300 (92.1 %) 300 (86.0 %) 300 (88.9 %)

Ontology

graph

80 (93.6 %) 80 (91.0 %) 80 (92.3 %)

Table 9 Classification results with different h

Threshold h Precision Recall F-measure

0.0 0.9361 0.9104 0.9230

0.1 0.9249 0.8940 0.9092

0.2 0.9141 0.8830 0.8983

0.3 0.9041 0.8728 0.8882

0.4 0.8793 0.8370 0.8576

0.5 0.8597 0.8064 0.8322

0.6 0.8329 0.7590 0.7942

0.7 0.8058 0.7039 0.7514

0.8 0.7895 0.6557 0.7164

0.9 0.7784 0.6038 0.6801

1.0 0.7784 0.5738 0.6606
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which can be carried out with the use of the ontology graph

model. Finally, we carried out experiments to evaluate the

performance and effectiveness of the proposed method of

ontology graph modeling, learning, and the ontological

operation. The experimental results showed that the

ontology graph-based text classification approach achieved

a higher accuracy in classification over other approaches in

comparison. The accuracy can further be enhanced by

increasing the size of DOGs. The high performance of the

ontology graph-based text classification method reveals

that the ontology graph learning method is indeed effective

and successfully generates a set of small-sized DOGs that

are able to represent the domain knowledge. The high

performance as shown in the experimental results demon-

strates the presented ontological operation with ontology

graph is feasible and effective.

6 Limitations and future work

In this paper, we have developed the preliminary stage of

ontology learning method for creating domain ontology

knowledge. Since the ontology representation (i.e., ontol-

ogy graph) is simplified for the application developments,

the types of relationship between concepts cannot be gen-

erated semiautomatically by the ontology learning method.

Furthermore, there is still lacking of an effective ontology

validation and verification model to measure the integrity

and legitimacy of the generated DOG, and this may require

human efforts for the validation and verification. A number

of enhancements and future research can be summarized as

follows: (1) consider to incorporate the types of relation-

ship into the current ontology graph model; (2) extend the

proposed ontology graph learning process to other lan-

guage or support multilingual standard for ontology

knowledge sharing; (3) enhance the ontology learning

process with the supervised learning methods (e.g., [38, 39,

41, 42]), so that the best ontology graph outcome (i.e., term

size) can be optimized; and (4) explore the commercial

applications for the proposed KnowledgeSeeker system.
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