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Abstract

Fuzzy decision tree (FDT) is an extension of decision tree. Fuzzy classification rules can be

extracted by FDT from fuzzy decision tables with fuzzy conditional attributes and fuzzy decision

attributes. However, it is very time consuming for fuzzifying conditional attributes, and

fuzzification of conditional attributes will inevitably lead to information loss. In order to deal with

this problem, based on tolerance rough fuzzy set, this paper proposed an algorithm named

TRFDT (Tolerance Rough Fuzzy Decision Tree) and theoretically proved that the proposed

algorithm is convergent with a very large probability. TRFDT can directly handle fuzzy decision

tables with continuous-valued conditional attributes and fuzzy decision attributes. Accordingly,

TRFDT has fast learning speed and good generalization ability, which have been

experimentally proved by comparing TRFDT with two state-of-the-art approaches fuzzy ID3 and

FDT-YS.
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1. Introduction

Fuzzy decision tree (FDT) [29] is an extension of decision tree [24]. Fuzzy classification rules

can be extracted by FDT from fuzzy decision tables with fuzzy conditional attributes and fuzzy

decision attributes. Because fuzzy classification systems based on fuzzy decision tree are

generally robust, FDT have been widely and successfully applied to many fields [25], such as

decision-making [9], [50], [51], classification and prediction [38], [45], [49], biological

information processing [15], [16], etc. Fuzzy ID3 [29] and the fuzzy decision tree algorithm

proposed by Yuan and Shaw [39] (denoted by FDT-YS for convenience in this paper) are two

famous fuzzy decision tree algorithms. Fuzzy ID3 was directly extended from ID3 [24] by

replacing information entropy with average fuzzy classification entropy to select expanded

attributes. Different from fuzzy ID3, FDT-YS [39] employed ambiguity as heuristic to select

expanded attributes, the termination condition for leaf node is same as fuzzy ID3. Along with

this technology route, many fuzzy decision tree algorithms were proposed by different

researchers. Based on fuzzy rough set, Zhai [43] proposed a fuzzy rough decision tree

algorithm which cleverly combined the roughness of knowledge and fuzziness of data.

Compared with fuzzy ID3, the testing accuracy can be improved by this algorithm. Olaru and

Wehenkel [21] proposed a novel fuzzy decision tree named soft decision tree which combined

tree-growing and pruning, to determine the structure of the soft decision tree, refitting and

backfitting techniques were used to improve the generalization capability of soft decision tree.

Jang [12] extended CART algorithm to fuzzy environment, and proposed fuzzy CART. The fuzzy

CART can produce more comprehensible fuzzy rules. Lertworaprachaya et al. [17] extended

the fuzzy ID3 algorithm to interval-valued conditional attributes. They represented fuzzy

membership values as intervals to model uncertainty and employed the look-ahead based fuzzy

decision tree induction method to construct decision tree. They also investigated the

significance of different neighbourhood values and defined a new parameter insensitive to

specific data sets using fuzzy sets. Zaitseva and Levashenko [41] proposed a FDT based

method for construction of structure function, which was used to represent the correlation of the

system performance level and the states of its components. Based on Hadoop MapReduce,

Segatori et al. [26] proposed a distributed learning scheme for generating fuzzy decision trees,

the proposed scheme is suitable for managing big data sets even with a modest commodity

hardware support.

Except these algorithms, there are also some other algorithms proposed from different

technology routes. For instance, Based on axiomatic fuzzy sets, Liu et al. [19] proposed a fuzzy

decision tree algorithm for extracting fuzzy classification rules, which can be applied to data

sets with mixed data type attributes. Zeinalkhani and Eftekhari [42] proposed a two steps

algorithm for constructing fuzzy decision tree. In the first step, discretization divides domain of

continuous attributes to several partitions, and then, in the second step, an fuzzy membership

degree is defined on each partition. Finally a fuzzy decision tree is generated. Wang et al. [34]

proposed fuzzy rule based decision trees. In contrast with traditional axis-parallel decision trees

in which only a single feature is taken into account at each node, each node of the proposed

decision trees involves multiple features. Pedrycz and Sosnowski [23] proposed a clustering

fuzzy decision tree algorithm, which introduced the idea of granular computing into the process



of induction of fuzzy decision tree. Based on case-based reasoning, Chang et al. [2] proposed

a fuzzy decision tree algorithm and they applied the proposed algorithm to data classification.

Wang et al. [32] proposed an algorithm for generating fuzzy decision trees with carefully

selected samples, the proposed algorithm can significantly improve the generalization ability of

fuzzy decision trees. Wang et al. [31] conducted a further investigation on the relationship

between the uncertainty and generalization ability of fuzzy learning algorithms, and obtained

very valuable conclusion: the classifier with higher uncertainty outputs has better performance

for complex boundary problems. Recently, Wang [35] edited a special issue on learning with

uncertainty. In addition, Wang et al. also studied the applications of uncertainty in machine

learning. For instance, fuzziness based semi-supervised learning and its application in

intrusion detection was studied in [1]. Fuzziness based nonlinear regression was studied in

[10]. OWA operator based link prediction ensemble and its application in social network data

mining was investigated in [8]. Fuzzy rough set based feature selection methods were

investigated in [33], [36], [48]. A comparative study on heuristic algorithms for generating fuzzy

decision trees was given in [30], an excellent survey of fuzzy decision tree algorithms can be

found in [13].

These algorithms mentioned above can only induce fuzzy decision trees from fuzzy decision

tables with fuzzy-valued conditional attributes and fuzzy-valued decision attribute. When these

algorithms are applied to fuzzy decision tables with continuous-valued conditional attributes

and fuzzy-valued decision attribute, it is inevitable for these algorithms to fuzzify the continuous-

valued conditional attributes, but it is difficult to determine the fuzzy membership degree. Based

on our previous work [46], in this paper, an induction algorithm of fuzzy decision tree named

TRFDT is proposed, TRFDT can directly induce fuzzy decision tree from fuzzy decision tables

with continuous-valued conditional attributes and fuzzy-valued decision attribute. The degree of

tolerance rough fuzzy dependency [46], [47] is employed to select expanded attributes, the

Luca-Termini fuzzy entropy [20] is employed to select the optimal cut, and the Kosko fuzzy

entropy [14] is used as termination condition for leaf nodes. We theoretically proved that the

proposed algorithm is convergent with a very large probability. The experimental results and

analysis including statistical analysis verified that the proposed algorithm TRFDT is effective

and efficient.

The remainder of this paper is structured as follows. Section 2 presents the preliminaries,

including rough set, tolerance rough set, rough fuzzy set. Tolerance rough fuzzy set and

tolerance rough fuzzy decision tree are presented in Section 3. The theoretical proof of the

convergence of the proposed algorithm is also presented in this section. An example is

provided in Section 4 to illustrate the generation of tolerance rough fuzzy decision trees by the

proposed algorithm. Experimental results and statistical analysis are given in Sections 5 and6

concludes this paper.

2. Preliminaries

In this section, we briefly review preliminaries including rough set [22], tolerance rough set [27],

rough fuzzy set [4]. Some new extended models of rough set can be found in [5], [6], [7], [28],



[37].

2.1. Rough set

In this paper, we discuss problems in the framework of classification. Let 

be a decision table with symbolic-valued conditional attributes. 

 the instances in U are categorized into k classes: 

i.e., . Let x ∈ U and R is an equivalence relation induced by a

subset of A, the equivalence class containing x is given by:

Given a decision table, for arbitrary target concept C  ∈ U/C(1 ≤ i ≤ k), the lower approximation

and the upper approximation of C  with respect to R are defined by

and

Given an equivalence relation R ⊆ A, the positive region of C with respect to R is defined by

(4).

The degree of dependency of C with respect to R is given by (5).

2.2. Tolerance rough set

Tolerance rough set (TRS) [27] is extended from rough set by replacing equivalence relation

with similarity relation. The target concept is same as in rough set.

Given a decision table R is a similarity relation defined on U, if and only if

R satisfies the following conditions:

(1) Reflexivity, i.e., for each x ∈ U, xRx;

(2) Symmetry, i.e., for each x, y ∈ U, xRy, and yRx.

We can define many similarity relations on U, such as the definitions given by (6)–(8).

(1)

i

i

(2)

(3)

(4)

(5)

(6)

(7)



In (6)–(8), a ∈ A, x ∈ U, and a  and a  denote the maximum and minimum of a

respectively, σ  is variance of attribute a.

Given a similarity threshold τ, for ∀x ∈ U and ∀R ⊆ A, we can define the similarity class of x

as follows.

Given a decision table and a similarity threshold τ, for arbitrary target concept C , the tolerance

lower approximation and the tolerance upper approximation of C  with respect to R are defined

by

and

2.3. Rough fuzzy set

Rough fuzzy set (RFS) [4] is an extension of rough set. In RFS, the used knowledge is

equivalence relation, while the target concept is a fuzzy set. Without loss of generality, we also

use C (1 ≤ i ≤ k) to denote the k fuzzy target concepts, which are k fuzzy sets. The corresponding

decision table is called fuzzy decision table.

Given a fuzzy decision table, for arbitrary fuzzy target concept C (1 ≤ i ≤ k). The rough fuzzy lower

approximation and the rough fuzzy upper approximation of C  with respect to equivalence

relation R are defined by

and

According to the fuzzy extension principle [40], (12) and (13) can be equivalently written as

follows.

and

(8)

max min

a

(9)
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3. Tolerance rough fuzzy set and tolerance rough fuzzy decision tree

In this section, we first introduce the tolerance rough fuzzy set (TRFS) which is proposed in our

previous work [47], and then based on TRFS, we present the proposed algorithm TRFDT,

finally we give a theorem and its proof. The theorem ensures that TRFDT is convergent with a

very large probability.

3.1. Tolerance rough fuzzy set

TRFS is extended from RFS by replacing equivalence relation with similarity relation. TRFS

can deal with the fuzzy decision table with continuous-valued conditional attributes and fuzzy-

valued decision attribute. Given a fuzzy decision table R is a similarity

relation defined on U, τ is a similarity threshold. For ∀C  ∈ U/C(1 ≤ i ≤ k), the tolerance rough

fuzzy lower approximation and tolerance rough fuzzy upper approximation of C  with respect to

R are defined by

and

Similarly to (14) and (15), we have the following equivalent definitions:

and

3.2. Tolerance rough fuzzy decision tree

In this section, we first introduce the heuristics for selecting the expanded attribute and the

optimal cut, and then discuss terminal condition of the proposed algorithm.

Given a fuzzy decision table  and a similarity threshold τ. For ∀a  ∈ A and

∀C  ∈ U/C(1 ≤ j ≤ k), the degree of dependency of C  with respect to a  is given by (20).

The degree of dependency of C with respect to a  is given by (21).

i

i

(16)

(17)

(18)

(19)

i
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The heuristic for selecting the expanded attributes is defined by (22).

For ∀C  ∈ U/C(1 ≤ j ≤ k), the Luca-Termini fuzzy entropy [20] of C  is defined by (23).

The heuristic for selecting the optimal cut of the expanded attribute is defined by (24).

The proposed algorithm TRFDT is given in Algorithm 1.

Algorithm 1. TRFDT: Tolerance Rough Fuzzy Decision Tree.

It is important for setting or selecting an appropriate terminal condition in the process of

generating fuzzy decision tree. An unsuitable terminal condition may result in large fuzzy

decision trees with over-fitting or small fuzzy decision trees with under-fitting. In this paper, we

employs Kosko fuzzy entropy [14] of a fuzzy decision class C (1 ≤ j ≤ k) given by (25) as the

terminal condition for leaf nodes. For a node, if the Kosko fuzzy entropy of fuzzy decision class

C  is less than a predefined threshold λ, then the node becomes a leaf node.

(22)

j j

(23)

(24)

j

j

(25)



(1)

(2)

Remarks:

Other fuzzy entropy can also used as the terminal condition.

Because a node of a fuzzy decision tree corresponds a subset of instances.

Consequently, a node and its corresponding subset of instances can be view as

equivalent.

Given a fuzzy decision class C , without loss of generality, we denote the fuzzy entropies of C

on a node U  and on its parent node U by H(U ) and H(U) respectively. Regarding H(U) and

H(U ), we have the following theorem which ensures that the proposed algorithm is convergent

with a very large probability.

Theorem 1

Let U  ⊆ U, . If n ≥ 2n , then holds with a probability

greater than .

For the sake of simplicity, we denote the fuzzy membership degree of x  belong to a fuzzy

decision class by μ , let . without loss of generality, we suppose that y

follows uniform distribution on interval (0.1, 0.5). Hence, we have,

and

Under these assumptions, theorem 1 is equivalent to the followingTheorem 2

Theorem 2

Suppose that y  follows uniform distribution on interval (0.1, 0.5) and n ≥ 2n . Then the

following inequality(28)holds with a probability greater than .

Proof

Let,

Compute derivatives of  with respect to  we have,

j j

1 1

1

1 1

i

i i

(26)

(27)

i 1

(28)



Similarly, we have,

While,

Similarly, we have,

For n > 2n , let

Then, we have,

Hence, in order to prove Theorem 2, only to prove that 

 holds with probability greater than 

.

While

where 0.1 ≤ y  ≤ 0.5.

where  is joint probability density function.

Let A  and B  are two random events y  ∈ (0.1, 0.2) and y  ∈ (0.2, 0.3), 

. We have

1

i

i i i i



(1)

(2)

Consequently,

Hence, Theorem 2 holds. □

Remarks:

Regarding the partition of set of instances, generally inequality n ≥ 2n  holds.

Inequality (28) is not always true, it holds with a probability. For example, let the fuzzy

membership degrees of x  and x  are (0.15, 0.85) and (0.45, 0.55), respectively, we

have

In other words, inequality (28) doesn’t hold.

In the following, the computations of probabilities for two cases  and 

are given.

(1) For the case  we have,

Hence,

while,

The error rate is .

(2) For the case  we have,

1

1 2



Hence,

The error rate is .

Similarly, for the case  we can obtain that the inequality (28) holds with a

probability greater than .

Based on the above computations, we can find that the bigger the value of  the bigger

the corresponding probability is. Generally, in the process of generation of fuzzy decision tree,

the values of  are much greater than 4. In other words, the inequality (28) holds with a

very large probability. This conclusion provides a theoretical support for the proposed algorithm

TRFDT, which ensures that TRFDT is convergent with a very large probability (i.e., 

).

4. An example

In this section, we provide an example to illustrate the generation of tolerance fuzzy rough

decision trees by the proposed algorithm.

Example: Given a fuzzy decision table with 6 instances (see Table 1). In Table 1 , there are

three continuous-valued conditional attributes a , a , a  and two fuzzy decision classes, i.e.,

two fuzzy target concept C , C . In the following, the process of constructing fuzzy decision tree

by TRFDT are given as follows.

(1) Select the expanded attribute

We first compute the degree of dependency of C  with respect to a  by (20). According to (18),

we have,

1 2 3

1 2

1 1



where  is computed by (6).

For  we have,

Similarly, we have

According to (20), the degree of dependency of C  with respect to a  can be obtained.

Similarly, the degree of dependency of C  with respect to a  can be obtained.

Hence, we can obtain the degree of dependency of C with respect to a  by (21) as follows.

Similarly, we have,

Obviously, attribute a  has the maximum, it is selected as expanded attribute, i.e., the root node

of the fuzzy decision tree.

1 1

2 1

1

3
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(2) Select the optimal cut

Next we select the optimal cut of the expanded attribute a . We sort the instances in Table 1  by

a , it is easy to find that there are 5 cuts which are 

 and .

The cut t  partition U into U  and U , where . According to (23), the

Luca-Termini fuzzy entropy of U  is computed as follow,

The Luca-Termini fuzzy entropy of U  is computed as follow,

Hence, according to (24), we can obtain the Luca-Termini fuzzy entropy of cut t ,

Similarly, we can obtain the Luca-Termini fuzzy entropy of other cuts t , t , t , t ,

Because that the Luca-Termini fuzzy entropy of t  is the maximal, it is selected the optimal cut.

Repeat process (1) and (2), we finally obtain the fuzzy decision tree shown in Fig. 1.

3

3

1 1 2

1

2

1

2 2 4 5

4
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Fig. 1. The fuzzy decision tree induced from Table 1 by the proposed algorithm.

Table 1. A small fuzzy decision table with 6 instances.

x 0.60 0.70 0.40 0.14 0.86

x 0.50 1.20 0.90 0.92 0.08

x 0.70 0.60 0.70 0.19 0.81

x 1.30 0.50 1.20 0.83 0.17

x 1.20 0.80 0.60 0.80 0.20

x 1.10 1.10 0.80 0.12 0.88

5. Experimental results and statistical analysis

In order to verify the effectiveness of the proposed algorithm TRFDT, we experimentally

compared TRFDT with two state-of-the-art approaches which are fuzzy ID3 [29] and FDT-YS

[39] on two aspects: testing accuracy and CPU time. The experiments are conducted on 11

data sets with 10-fold cross-validation in the environment Matlab 2013b, the experimental

results are the average of the 10 outputs. In Algorithm 1, the λ is a predefined parameter by

user. Theoretically, the smaller value of the λ, the higher testing accuracy of the TRFDT is. But if

set λ=0.0, the induced fuzzy decision trees may be very large, whereas very large decision

trees are prone to overfitting. In our experiments, we determined the suitable value of λ by

experimental trials, and we found that when  the testing accuracy of the TRFDT does

not increase on almost all data sets used in our experiments. Hence, in the subsequent

experiments, we set . The selected data sets include 9 UCI data sets [18] and 2 real

world data sets [43]. The 2 real world data sets are RenRu data set and CT data set. The CT

data set was obtained by collecting 212 medical CT images from Baoding local hospital. All

Instances Continuous-valued conditional attributes Fuzzy-valued decision attributes

a1 a2 a3 C1 C2

1

2

3

4

5

6
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CT images are classified into 2 classes (i.e., normal class and abnormal class). The CT data

set has 170 normal instances and 42 abnormal instances. Totally 35 features are initially

selected. They are 10 symmetric features, 9 texture features and 16 statistical features

including mean, variance, skewness, kurtosis, energy and entropy. The RenRu data set was

created by the key laboratory of machine learning and computational intelligence of Hebei

Province, China. The RenRu data set was obtained by collecting 148 Chinese characters REN

and RU with different typeface, font and size, in which there are 92 Chinese characters REN

and 56 Chinese characters RU. For each Chinese character, it is described by 26 numerical

features. The basic information of the 11 data sets are summarized in Table 2 .

Table 2. The basic information of the 11 UCI data sets.

CT 212 35 2

RenRu 148 26 2

Iris 50 4 3

Glass 160 9 6

Pima 768 8 2

Parkinsons 195 22 2

Wine 130 13 3

Breast-WDBC 555 30 2

Image Segmentation 194 19 7

Ionosphere 337 34 2

Blood Transfusion 748 4 2

In the experiments, for the selected data sets with continuous-valued conditional attributes and

crisp decision attribute. we first fuzzify the crisp decision attribute to determine the fuzzy

membership degrees of instances. Class center based fuzzification algorithm [43] (see the

following Algorithm 2) is used in this paper. Next, the proposed algorithm is compared with

fuzzy ID3 and FDT-YS on two aspects: the testing accuracy and CPU time. For each data set,

we run 10-fold cross-validation 10 times, the experimental results are the average of the 10

outputs. The experimental results on testing accuracy and CPU time are listed in Table 2  and

Table 3 respectively.

Algorithm 2. Fuzzification.

Data sets Number of instances Number of attributes Number of classes
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Table 3. The comparison between TRFDT, fuzzy ID3 and FDT-YS on testing accuracy.

CT 0.9157 0.8818 0.9238

RenRu 0.8393 0.8727 0.8806

Iris 0.9531 0.9533 0.9405

Glass 0.5778 0.5838 0.5698

Pima 0.6460 0.5917 0.6320

Parkinsons 0.8595 0.8555 0.8753

Wine 0.6017 0.5433 0.6410

Breast-WDBC 0.9784 0.9530 0.9819

Image segmentation 0.7757 0.5524 0.7643

Ionosphere 0.6506 0.7261 0.8107

Blood transfusion 0.8421 0.8522 0.8911

From Tables 2  and 3, we can find that (a) regarding the testing accuracy, the proposed

algorithm TRFDT outperforms fuzzy ID3 on 9 data sets, and outperforms FDT-YS also on 9

data sets, (b) regarding the CPU time, the proposed algorithm TRFDT outperforms fuzzy ID3

and FDT-YS on all data sets. In order to further confirm the observation (b), we have analyzed

statistically the experimental results by paired t-test with confidence level 0.05 [3], [11], [44].

Firstly, for each data set and for each algorithm, we run 10-fold cross-validation 10 times and

then obtain 3 statistics denoted by X , X  and X  corresponding to fuzzy ID3, FDT-YS and our

proposed algorithm TRFDT respectively. Next we apply paired t-test to the experimental results

Data sets Fuzzy ID3 FDT-YS TRFDT

1 2 3
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by computing the values of MATLAB functions test2(X , X ) and test2(X , X ). The p-

values of paired t-test are listed in Table 4 . The p-values listed in Table 4  confirm statistically

that the observation is correct with probability 0.95.

Table 4. The comparison between TRFDT, fuzzy ID3 and FDT-YS on CPU time(s).

CT 1.28 1.52 1.13

RenRu 1.19 1.21 1.08

Iris 0.18 0.28 0.17

Glass 0.28 0.25 0.23

Pima 1.04 1.22 0.97

Parkinsons 0.82 0.92 0.72

Wine 0.76 0.84 0.68

Breast-WDBC 1.64 1.92 1.26

Image Segmentation 0.72 0.71 0.69

Ionosphere 1.51 1.68 1.47

Blood Transfusion 0.78 0.92 0.76

Table 5. The p-values of statistical analysis on CPU times.

CT 1.738e−04 3.184e−04

RenRu 3.401e−05 1.652e−03

Iris 6.000e−04 3.124e−05

Glass 1.760e−06 2.617e−05

Pima 4.121e−04 4.126e−04

Parkinsons 3.019e−05 1.738e−06

Wine 1.344e−07 2.886e−05

Breast-WDBC 2.618e−03 3.009e−04

Image Segmentation 5.162e−04 5.005e−05

Ionosphere 3.333e−05 2.965e−06

Blood Transfusion 2.735e−04 4.410e−04

1 3 2 3

Data sets Fuzzy ID3 FDT-YS TRFDT

Data sets p-value1 p-value2
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In addition, we also investigated the sensitivity of the proposed algorithm to random

perturbation. For each data set, we run the proposed algorithm 8 times with 10-fold cross-

validation, we added random perturbation to the input at every time, and record every testing

accuracy, the interval between the minimum and the maximum of the testing accuracy is the

corresponding fluctuation amplitude. The experimental results are presented in Figs. 2 to5. Due

to the limitation of pages here we only present the experimental results on 2 data sets which

are CT and Parkinsons, the experimental results on other data sets are similar. The

experimental results compared TRFDT with Fuzzy ID3 and FDT-YS on data set CT are given in

Figs. 2 and3, while the experimental results compared TRFDT with Fuzzy ID3 and FDT-YS on

data set Parkinsons are given in Fig. 4 and5 respectively. From the experimental results given

in Figs. 2 to5, we can find that the proposed algorithm TRFDT outperforms the two other

algorithms on sensitivity.

Download high-res image (233KB) Download full-size image

Fig. 2. The experimental results of sensitivity compared TRFDT with fuzzy ID3 on data set CT.
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Download high-res image (263KB) Download full-size image

Fig. 3. The experimental results of sensitivity compared TRFDT with FDT-YS on data set CT.

Download high-res image (228KB) Download full-size image

Fig. 4. The experimental results of sensitivity compared TRFDT with fuzzy ID3 on data set Parkinsons.

Download high-res image (247KB) Download full-size image

Fig. 5. The experimental results of sensitivity compared TRFDT with FDT-YS on data set Parkinsons.

6. Conclusion

Based on tolerance rough fuzzy set, an algorithm of induction of fuzzy decision tree is proposed

in this paper, and we theoretically proved that the proposed algorithm is convergent with a very

large probability. The advantage of the proposed algorithm is that it can directly induce fuzzy
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[1]

[2]

[3]

[4]

[5]

[6]

decision tree from fuzzy decision table with continuous-valued conditional attributes and fuzzy-

valued decision attributes, the fuzzification of the continuous-valued conditional attributes can

be avoid. Thereby, the proposed algorithm TRFDT has fast learning speed and good

generalization ability, which have been verified by experimental comparison with two state-of-

the-art approaches fuzzy ID3 and FDT-YS. Furthermore, the experimental results also

demonstrated that the proposed algorithm TRFDT outperforms the Fuzzy ID3 and FDT-YS on

sensitivity. The promising future works of this study include (1) the investigation of applications

of the proposed algorithm TRFDT in practice, (2) the study of scalability of the proposed

algorithm TRFDT in the large scale data circumstance, and corresponding implementation by

MapReduce in Hadoop environment.
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