Sensitivity analysis on initial classifier accuracy in fuzziness based semi-supervised learning
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ABSTRACT

Semi-supervised learning can be described from different perspectives, which plays a crucial role in the study of machine learning. In this study, a new aspect of semi-supervised learning is explored by investigating the divide-and-conquer strategy based on fuzziness to improve the performance of classifiers. In such an approach, adding a category of samples with low fuzziness in the training set can improve the training accuracy, which is experimentally confirmed and explained in the theory of learning from noisy data. The significance of initial accuracy of a base classifier in improving classifier's performance is further studied. It is observed that the initial accuracy of a base classifier has a significant impact on the improvement of classifier's performance. Experimental results exhibit that the improvement of accuracy, which is sensitive to the base classifier, attains its maximum when the initial accuracy is between 70% and 80%.

© 2019 Published by Elsevier Inc.

1. Introduction

Semi-supervised learning (SSL) is a machine learning prototype which is considered as one of the most potential techniques in the study of machine learning, data mining and pattern recognition. It exploits the benefits of both supervised and unsupervised learning techniques to create a new type of learning technique. The learning task of semi-supervised learning is handled by using both labeled and unlabeled data [32]. Studies on machine learning show that, in general, using of unlabeled data along with a little amount of labeled data can substantially improve the accuracy of a learning model [45]. However, usage of labeled data in a learning system faces several challenges including: (1) obtaining labeled data is costly and time-consuming, (2) domain knowledge is also required in order to deal with and process such data, (3) labels, annotations etc. are rarely available for common uses. On the other hand, unlabeled data are prevalent and reasonable in nature. Semi-supervised learning mostly uses unlabeled data in association with some labeled data to improve classification accuracy.

The term fuzziness was first introduced by Lotfi A. Zadeh in connection with his famous fuzzy set theory [41]. Fuzziness refers to the inexactness prevailing in an unclear event which is very common in our daily life activities. The concept of fuzziness has been successfully applied to many machine learning applications as well as in many other application areas. For example, a classifier can classify an instance to a class with a degree of belief, which says that, to what extent the instance belongs to that specific class.
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Over the course of last couple of decades semi-supervised learning was considered as one of the most important learning techniques. Several studies have been carried out to investigate the different aspects of it \cite{10,22,24,34}. In the light of recent events in the study of semi-supervised learning, now there is some concern about the issues of fuzziness. As a result, fuzziness based SSL has received much attention from researchers \cite{3,17,27,35}. In general, the working principle of SSL can be viewed as a two folds technique. In the first step an initial classifier is trained with small volume of training data. In its second step huge amount of unlabeled data is used for assigning each data-point to one of several class labels.

One of the important aims of this study is to clarify the interrelationship between fuzziness of a classifier and it’s generalization ability. Generalization indicates the capability of a classifier to correctly classify unseen samples, which is an important criterion to evaluate classifier’s performance. An interesting aspect of classifier’s generalization is the relationship between fuzziness of a classifier and its prediction accuracy. Extensive studies have been conducted to investigate the issue of generalization. Re-sampling methods \cite{5,36} are important in the study of generalization. Among others, capability of online learning prototypes on instances, approaching from dependent data sources \cite{1}, estimation of generalization error bounds \cite{9} to deal with the problem of over-fitting, assessment of dependencies founded on experimental data, technique to maximize the boundary between the training samples and decision border \cite{7} etc. are also found to be important in connection with the study of generalization.

This paper investigates that, for a given trained classifier we get the output as a membership vector, using that we can calculate the fuzziness of each input sample. Then input samples are sorted out into three classes, for example, low, medium and high fuzziness samples according to the fuzziness quantity of input samples.

Our main contributions in this paper are as follows:

(1) It is experimentally shown that if we add the low fuzziness instances from the test dataset to the original training dataset then its training accuracy can be improved.

(2) The phenomenon pointed out in (1) is theoretically explained based on the theory of learning from noisy data.

(3) It is found that, regarding the phenomena in (1) and (2), the initial accuracy of the base classifier has a significant impact on the improvement in accuracy.

(4) From rigorous experiments, it is observed that the maximum improvement of accuracy of the classifier is attained when the initial accuracy is between 70% and 80%.

This paper is arranged as follows. Section 1 is an introduction. Section 2 gives an overview of semi-supervised learning. Section 3 introduces our proposed fuzziness based semi-supervised learning technique. Section 4 explains the sensitivity of initial accuracy of a classifier. Section 5 experimentally analyses this technique and its performance. Finally, Section 6 concludes the paper.

2. An overview of semi-supervised learning

The primary idea of semi-supervised learning was first introduced by Scudder \cite{31} in 1965. Later, many researchers worked on it, consequently it has become one of the most prominent research fields of machine learning, pattern recognition and data mining. Semi-supervised learning is something in between supervised and unsupervised learning. It is considered as a combination of supervised and unsupervised learning technique. We know that, in supervised learning settings only labeled data are required to build a model. On the other hand, in unsupervised learning technique only unlabeled data are used. In contrast to both supervised and unsupervised learning, semi-supervised learning uses labeled data as well as unlabeled data to construct an improved classifier.

Let the labeled training dataset and unlabeled dataset be \( \{X_l,Y_l\} = \{x_{l,1},y_{l,1}\} \) and \( \{x_u\} = \{x_{u,1},\ldots\} \) respectively where, \( x_l \) is the \( l^{th} \) instance and \( y_l \) is its corresponding label. Then the classifier function \( g \) is defined as \( g: x \rightarrow y \). This classifier is used to classify unlabeled data to label them. Then the model is retrained with newly labeled data along with previously labeled data to improve its accuracy. The basic concept of semi-supervised learning is well explained by the following Fig. 1:

In semi-supervised learning, both labeled and unlabeled data are used, which is mostly useful where unlabeled data are abandoned. For example, documents can be downloaded from the web, images can be obtained from satellites and surveillance cameras and voice can be gathered from broadcast etc., each of these data types is typically unlabeled. Generally, obtaining labeled data is difficult, expensive and time-consuming. Expert human is required to label or deal with it which adds some extra overhead to the processing of the data. On the contrary to labeled data, unlabeled data is most common, inexpensive and require almost no expert skill to process it. Semi-supervised learning uses mostly unlabeled data along with small volume of labeled data to build a better classifier. If we look at the history of machine learning particularly semi-supervised learning, the following methods are found to be important to the researchers, such as self-training, co-training and multi-view models, EM with generative mixture models, graph-based methods and transductive SVM(TSVM).

2.1. Self-training

Of all the semi-supervised learning algorithms, self-training is considered as the oldest one, which is one of the most frequently used techniques for semi-supervised learning. It is a form of learning which is designed to train a classifier along with small volume of labeled data, thus occasionally called weakly-supervised learning. Then the unlabeled data are classified using the classifier and added to the training data. Subsequently the classifier is retrained using the newly added
data and the process is continued as long as certain conditions are fulfilled. The self-training algorithm can be summarized as follows:

1. Train the predictor, \( g \) from labeled training dataset \((x_i, y_i)\).
2. Predict on unlabeled data, \( x \in X_u \).
3. Add \((x, g(x))\) into labeled data.
4. Iterate until prediction accuracy of the initial predictor is satisfied.

Yarowsky [39] used the self-training based semi-supervised learning algorithm to figure out some natural language processing (NLP) tasks. Riloff et al. [28] also used self-training algorithm to find out subjective nouns from a document which is an important task of NLP.

2.2. Co-training and multi-view learning

Co-training is another important type of semi-supervised learning technique which is considered as one of the special cases of multi-view learning. It is useful when two different views of the data are used to construct a pair of classifiers with an assumption that these two views are independent but sufficient for learning the class targets. For example, one can build a classifier to classify web-pages based on the URL features. At the same time, another classifier can be built based on the text features of the web-page. Co-training algorithm follows the following steps:

1. Train two predictors \( g^{(1)} \) and \( g^{(2)} \) respectively from labeled data \((x_i^{(1)}, y_i)\) and \((x_i^{(2)}, y_i)\).
2. Predict unlabeled samples, \( x \in X_u \), with \( g^{(1)} \) and \( g^{(2)} \) distinctly.
3. Add \( g^{(1)} \)'s most assured samples \((x, g^{(1)}(x))\) to \( g^{(2)} \)'s labeled data and \( g^{(2)} \)'s most assured samples \((x, g^{(2)}(x))\) to \( g^{(1)} \)'s labeled data.
4. Iterate until prediction accuracy of both of the initial predictors is satisfied.

Maeireizo et al. [21] classified dialogues as emotional or non-emotional using the co-training algorithm. Zhou et al. [47] recommended tri-training where three classifiers were used.

Multiview learning is the natural extension of co-training. It has been widely used in semi-supervised learning. Multiview learning was successfully used in semi-supervised regression by Sindhwani et al. [33]. Zhang et al. [42] proposed a robust inductive semi-supervised label prediction model which is different from traditional label propagation algorithm that perform weight learning before label propagation. Nie et al. [25] proposed auto-weighted multi-view learning for image clustering and semi-supervised classification. Zhang et al. [43] proposed a special label propagation technique for semi-supervised classification. The main idea of co-training is that these two models are complementary to one another, moreover, helpful to correct them because each of the models is likely to make different mistakes. In general, this process is repeated until some convergence criteria are met.

2.3. Generative model

The generative model is probably the most widely used semi-supervised learning technique. It considers a model which is based on conditional probability, i.e., \( p(x) = \frac{p(x, y)}{p(y)} \) where \( p(x, y) \) follows Gaussian distribution [48]. To calculate \( p(y) \), here \( p(x) \) plays an important role. Nigam et al. [26] demonstrated text classification from the labeled and unlabeled documents with the help of EM algorithm. EM is an iterative method which is used to estimate the maximum likelihood of parameters in a statistical model. The same algorithm was used by Baluja [4] based on the EM algorithm along with both unlabeled
and labeled data for probabilistic modeling of face recognition. Maximum entropy principle was used by Fujino et al. [14] to extend the generative mixture model by introducing the phrases bias correction and discriminative training.

2.4. Graph-based methods

The graph-based semi-supervised learning technique has been an active research area for the last couple of years [23]. This technique assumes that there is a graph \( G = (V, E) \) where the set of vertices \( V \) represent the labeled and unlabeled training samples, and the undirected edges \( E \) represent the connection between instances \( i, j \) with weight \( w_{ij} \) which represents the proximity of \( x_i \) and \( x_j \). Large \( w_{ij} \) suggests that a preference for the predictions of \( g(x_i) \) and \( g(x_j) \) to be very close [48]. Zhou et al. [46] used the directed graph to learn from mixed types of data, where they considered both the structure and direction of the graph to classify unlabeled vertices with the help of labeled vertices. Behpour et al. [6] proposed adversarial robust cuts for semi-supervised and multi-label classification. Zhang et al. proposed graph based semi-supervised learning using label propagation [44].

2.5. Transductive SVM (TSVM)

Transductive reasoning refers to the task of inference from observed and specific cases. The term transduction was first introduced by Vapnik in the 1990s. Transductive reasoning deals with the only specific type of problems while inductive reasoning deals with the general type of problems. Transductive reasoning cannot handle unseen data but inductive reasoning can. However, transductive support vector machine (TSVM) is an extension of SVM. Ding et al. [12] conducted a research to give an overview on semi-supervised support vector machine. In SVM, only labeled data are used to find a maximum border hyperplane that separates two classes of data while in TSVM unlabeled data are also used for the same purpose [48]. The purpose is to find the labeling of unlabeled data so that a hyperplane has the maximum margin on both the original labeled data and the newly labeled data.

A very well posed question is that which semi-supervised learning technique should one use to solve her learning problem? Actually, there is no straightforward answer to this question because semi-supervised learning methods are based on some strong model assumptions. So, one can use any one of the techniques whose assumptions best matches with the given problem structure.

3. Proposed fuzziness based semi-supervised learning

In this section we first discuss the concept of fuzziness along with its properties and introduce the base classifier. Then we briefly describe two base classifiers namely non-iterative single hidden layer feed forward neural network and back-propagation based neural network to illustrate our proposed fuzziness based semi-supervised learning algorithm.

3.1. Fuzziness and its properties

The term fuzziness was proposed by Zadeh in 1965 [41] where he described fuzziness as an inexactness existing in an ill-defined event. Fuzziness is associated with the famous fuzzy set theory. Zadeh tried to relate the probability measure of an event with fuzzy events and suggested to use entropy to describe uncertainty connected with a fuzzy event. Fuzziness was described by Luca and Termini [20] as an uncertainty associated with fuzzy sets and they used non-probabilistic entropy to measure fuzziness. They proposed three properties regarding fuzziness.

Property 1: The degree of fuzziness is at its maximum when all the members of a fuzzy set have equal value.

Property 2: The degree of fuzziness is at its minimum when all the members of a fuzzy set are equal to either 0 or 1.

Property 3: Fuzziness degree lies between its maximum and minimum values when the members of the fuzzy set have the values which is neither 0 nor 1 and even do not have equal values.

Sanchez and Trillas [30] measured the fuzziness under different uses of fuzzy sets using the function \( P : [0, 1]^k \) that satisfies the following axioms:

(i) \( P(\theta) = 0 \) if and only if \( \theta \) is a crisp set.

(ii) \( P(\theta) \) gets its maximum value on the following condition \( \theta(x) = 0.5 \forall x \in X \).

(iii) \( \theta \leq \sigma \) then \( P(\theta) \geq P(\sigma) \).

(iv) \( P(\theta) = P(\hat{\theta}) \), where \( \hat{\theta}(x) = 1 - \theta(x) \) for \( \forall x \in X \).

(v) \( P(\theta \cup \sigma) + P(\theta \cap \sigma) = P(\theta) + P(\sigma) \).

Considering the third axiom, the following inequality is proposed by Luca and Termini [20]

\[
\theta \leq \sigma \rightarrow \min(0.5, \theta(x)) \geq \min(0.5, \sigma(x)) \& \max(0.5, \theta(x)) \leq \max(0.5, \sigma(x))
\]

**Definition 1:** Let \( A = \{\theta_1, \theta_2, \ldots, \theta_n\} \) be a fuzzy set. Luca and Termini [20] defined the fuzziness of \( A \) as follows:

\[
P(A) = -\frac{1}{n} \sum_{i=1}^{n} \theta_i \log \theta_i + (1 - \theta_i) \log(1 - \theta_i)
\]

Eq. (1) satisfies axioms (i-v).
3.2. Base classifier

In general, the term base classifier refers to the basic element of a multiple classifier system. As far as semi-supervised learning is concerned, base classifier means the initial classifier that uses labeled data to build a classifier, later, which is used to label huge amount of unlabeled data.

There are many base classifiers that give output as the form of a fuzzy vector, such classifier includes back-propagation based Neural Networks, Support Vector Machines, Fuzzy decision trees, non-iterative single layer feed-forward neural networks etc. Each component of the fuzzy vector output corresponds to the membership degree of the testing object belonging to a class. Sometimes it is needed to transform the initial output of the classifier to a form of a fuzzy vector if the elements of the initial output are not between 0 and 1. Two classifiers have been selected for the experimental demonstration. They are Extreme Learning Machine (ELM) which is a non-iterative single hidden layer feed-forward neural network and back-propagation based neural networks.

The output of a classifier can be associated with fuzziness. There are many classifiers [18,40] that have output in the form of a fuzzy vector. Each component of this fuzzy vector represents the degree of membership of testing instance belonging to a certain class. Let the training samples be $x_i$ where $i = 1, 2, \ldots, N$ and there are $C$ number of classes. The output of the classifier represents the membership degree of each instance to $C$ classes. A membership matrix $M = (\theta_{ij})_{C \times N}$ can be used to describe the partition among samples where $\theta_{ij} = \theta_i(x_j)$ represents the membership of $j$th sample belonging to the $i$th class. The elements in the membership matrix $M$ have to follow the following criteria.

$$\sum_{i=1}^{C} \theta_{ij} = 1; 0 < \sum_{j=1}^{N} \theta_{ij} < N, \theta_{ij} \in [0, 1]$$

(2)

After the training process of a classifier we get the membership matrix $M$. The trained classifier provides an output vector represented in the form of a fuzzy set $\theta_j = (\theta_{1j}, \theta_{2j}, \cdots, \theta_{Cj})^T$. Now the fuzziness of $\theta_j$ is obtained by

$$P(\theta_j) = -\frac{1}{C} \sum_{i=1}^{C} \theta_{ij} \log \theta_{ij} + (1 - \theta_{ij}) \log (1 - \theta_{ij})$$

(3)

3.3. Fuzziness based divide-and-conquer technique

Wang et al. [37] suggested a divide-and-conquer based new technique to handle fuzziness. According to them, the given dataset is divided into the training set and the testing set. The testing samples are sorted out into three groups i.e., low, medium and high fuzziness samples, based on the degree of fuzziness. Then samples with low fuzziness are added to the training set. Now the new training set is retrained. Based on the idea of Wang et al., here we propose our new algorithm for fuzziness based semi-supervised learning (Algorithm 1).

Although many classification algorithms with fuzzy vector output can be used along with our proposed algorithm. We have selected non-iterative single hidden layer feed-forward neural network and back-propagation based neural network to demonstrate the effectiveness of our algorithm.

3.3.1. Non-iterative single hidden layer feed-forward neural network

In this subsection, non-iterative single hidden layer feed-forward neural network also called extreme learning machine (ELM) [11,16,19] is briefly described. In ELM, weights between input and hidden layers are chosen arbitrarily and weights between hidden and output layer are determined analytically. For a given training set $\xi = \{(x_i, t_i) \in \mathbb{R}^n, t_i \in \mathbb{R}^m, i = 1, 2, \cdots, N\}$ activation function $h(x)$ and number of hidden layer node $Q$, ELM algorithm follows the following steps [16].

Step 1: Arbitrarily allocate input weight $w_i$ and bias $b_i$, where, $i = 1, 2, \cdots, Q$

Step 2: Compute the hidden layer output matrix $H$.

Step 3: Compute the output weight $\beta$ where, $\beta = (H^T H)^{-1} H^T T$.

In our 1st experiment, suppose, $Q$ is the number of hidden layer node, $n$ and $m$ are two integer numbers and $m$ must be greater than $n$. Here the number of hidden layer node is carefully chosen. We initially assign $n$ to $Q$ and continue to change the number of hidden layer node and train the model so that the initial accuracy of the base classifier can be changed. During each iteration of the algorithm, we split the dataset into two parts namely the training set and the testing set respectively then train the model using non-iterative single hidden layer neural network, i.e., ELM algorithm. After that, we calculate the fuzziness of each sample and record the initial accuracy of the base classifier. At that time, based on the quantity of fuzziness of the testing samples, we categorize them into three groups i.e., low, medium and high fuzziness samples and add the samples with low fuzziness from the testing set to the original training set. Then we retrain the ELM on the new training set. We again calculate the training accuracy and record the difference in accuracy. If we continue to run the algorithm until $Q < m$ then it can be easily observed that for which value of initial accuracy of base classifier maximum improvement in accuracy is obtained.
Algorithm 1  Fuzziness based semi-supervised learning algorithm.

**Input:** Dataset, # hidden layer $Z$, # node in each layer $Q$.
**Output:** Maximum improvement of accuracy over the initial accuracy, corresponding initial accuracy.

1. Randomly partition the dataset into a training dataset $X_{tr}$ and a testing dataset $X_{te}$.
2. $x ← 1$
3. $k ← 1$
4. **while** $x <= Z$ **do**
5.    $n ← 1$
6.    **while** $n <= Q$ **do**
7.        Train the classifier $C$ according to a training algorithm.
8.        Get the training accuracy $tr_{acc}$
9.        Get the fuzzy vector $A_i = \{\theta_1, \theta_2, \ldots, \theta_n\}$ for each sample in testing set by classifier $C$.
10. Calculate the fuzziness $P(A_i)$ of each sample in testing set by: $P(A_i) = -\frac{1}{n} \sum_{i=1}^{n} \theta_i \log\theta_i + (1 - \theta_i) \log(1 - \theta_i)$
11. Sort the samples by the fuzziness $P(A_i)$, and group testing set $X_{te}$ into three fractions: $X_{e\_low}$, $X_{e\_medium}$ and $X_{e\_high}$.
12. Get new training set $X_{tr\_new}$ by adding the low-fuzziness samples $X_{e\_low}$ to the original training set $X_{tr}$.
13. Retrain a new classifier $C_{new}$ according to the given training algorithm with $X_{tr\_new}$.
14. Again record the training accuracy $tr_{acc}$ by classifier $C_{new}$ with $X_{tr\_new}$
15. Record $diff[k] = tr_{acc} - tr_{acc}$
16. $n = n + 1$
17. $k = k + 1$
18. **end while**
19. $x = x + 1$
20. **end while**
21. Find the maximum of $diff$ and the corresponding initial accuracy

3.3.2. Back-propagation based neural network

In this sub-section, we briefly describe the back-propagation based neural network [2,29] with vector output where each component of the vector are number between 0 and 1. This number indicates that to what extent an instance belongs to a specific class. Although there are many different architectures of neural networks, however, we consider multilayer feedforward neural network for experimental purpose. In this architecture, there are one input layer, two or more hidden layers and one output layer. Let the training set be $(x_i, y_i)$ here $(x_i = x_i1, x_i2, \ldots, x_in)$ is the input features and $t_i$ is the desired output. Given input is $(x_i)$ and the actual output is $(y_i)$. For each training sample $(x_i)$ the inputs are propagated forward through the network. Each unit in the hidden and output layers takes its net input and then uses an activation function to it. For each unit in the output layer the errors are propagated backward from output layer to the input layer. The process is continued until the following cost function is minimized [8]: $E = \frac{1}{2} \sum_{i=1}^{n} (t_i - y_i)^2$.

In our 2nd experiment, suppose, $Z$ and $Q$ are number of hidden layer and number of node in each layer respectively, $x$, $y$, $n$ and $m$ are four integer numbers, where $y$ is greater than $x$ and $m$ is greater than $n$. In this experiment, we initialize $x$ to $Z$ and $n$ to $Q$ and continue to change the value of $Q$ and $Z$. During each iteration of the algorithm, we divide the dataset into the training set and the testing set and train the model using backpropagation based neural network. Then, we calculate the magnitude of fuzziness of each sample and record the initial accuracy of the base classifier. The testing samples are categorized into three groups namely, low, medium and high fuzziness groups. Then we add low fuzziness testing samples to the original training samples and retrain the model with new samples and then calculate the accuracy and find the difference between new accuracy and initial accuracy. The algorithm is run until $Q < m$ and $Z < y$. From this experiment, we can easily notice that, for which value of initial accuracy of base classifier maximum improvement is achieved.

4. Sensitivity of initial accuracy

In the study of machine learning algorithms sensitivity analysis plays an important role to clearly understand the relationship between the input and the output of a learning algorithm. In general, sensitivity analysis is the study of how the output of an algorithm can be significantly dependent on different input parameters. The procedure of recalculating outputs under alternative input parameters to estimate the impact of input parameters can be useful for a range of purposes, such as, investigating the robustness of the results of a learning algorithm, understanding the relationships between input and output variables in a learning algorithm, simplification of algorithms through fixing the inputs that have less effect or even no effect on the output, reducing uncertainty by the identification of algorithm inputs that cause uncertainty in the output etc.
Table 1
Dataset description.

<table>
<thead>
<tr>
<th>Dataset</th>
<th># Instances</th>
<th># Features</th>
<th># Classes</th>
</tr>
</thead>
<tbody>
<tr>
<td>Blood Transfusion Service Center Dataset</td>
<td>749</td>
<td>4</td>
<td>3</td>
</tr>
<tr>
<td>Indian Liver Patient Dataset (ILPD)</td>
<td>582</td>
<td>10</td>
<td>2</td>
</tr>
<tr>
<td>Phishing Dataset</td>
<td>1354</td>
<td>9</td>
<td>3</td>
</tr>
<tr>
<td>Pima-indians-diabetes</td>
<td>769</td>
<td>8</td>
<td>2</td>
</tr>
<tr>
<td>HIGGS-30000 dataset</td>
<td>29,841</td>
<td>28</td>
<td>2</td>
</tr>
<tr>
<td>letter-recognition</td>
<td>20,000</td>
<td>16</td>
<td>26</td>
</tr>
<tr>
<td>magic04 dataset</td>
<td>19,020</td>
<td>10</td>
<td>2</td>
</tr>
<tr>
<td>waveform</td>
<td>5000</td>
<td>21</td>
<td>3</td>
</tr>
<tr>
<td>vehicle</td>
<td>846</td>
<td>18</td>
<td>4</td>
</tr>
<tr>
<td>Ecoli</td>
<td>336</td>
<td>7</td>
<td>8</td>
</tr>
<tr>
<td>Sonar</td>
<td>208</td>
<td>60</td>
<td>2</td>
</tr>
<tr>
<td>Parkinson</td>
<td>195</td>
<td>22</td>
<td>2</td>
</tr>
<tr>
<td>YALE dataset</td>
<td>165</td>
<td>1024</td>
<td>15</td>
</tr>
<tr>
<td>ORL dataset</td>
<td>400</td>
<td>1024</td>
<td>40</td>
</tr>
</tbody>
</table>

Table 2
ELM used as initial classifier.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Accuracy before adding low fuzzy samples</th>
<th>Accuracy after adding low fuzzy samples</th>
<th>Improvement of accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>Blood Transfusion Service Center Dataset</td>
<td>0.770089286</td>
<td>0.80291971</td>
<td>0.03283</td>
</tr>
<tr>
<td>Indian Liver Patient Dataset</td>
<td>0.753581662</td>
<td>0.79859485</td>
<td>0.045013</td>
</tr>
<tr>
<td>Phishing Dataset</td>
<td>0.765721332</td>
<td>0.79818365</td>
<td>0.032462</td>
</tr>
<tr>
<td>pima-indians-diabetes</td>
<td>0.776521739</td>
<td>0.80451957</td>
<td>0.027998</td>
</tr>
<tr>
<td>HIGGS-30000</td>
<td>0.690013405</td>
<td>0.70577686</td>
<td>0.015763</td>
</tr>
<tr>
<td>letter-recognition</td>
<td>0.703923077</td>
<td>0.72418966</td>
<td>0.020267</td>
</tr>
<tr>
<td>magic04 dataset</td>
<td>0.729111057</td>
<td>0.75085722</td>
<td>0.021746</td>
</tr>
<tr>
<td>waveform</td>
<td>0.78</td>
<td>0.7921628</td>
<td>0.012163</td>
</tr>
<tr>
<td>vehicle</td>
<td>0.788461538</td>
<td>0.8027869</td>
<td>0.014817</td>
</tr>
<tr>
<td>ecoli</td>
<td>0.780597015</td>
<td>0.7930345</td>
<td>0.012506</td>
</tr>
<tr>
<td>sonar</td>
<td>0.765060241</td>
<td>0.8</td>
<td>0.03494</td>
</tr>
<tr>
<td>parkinson</td>
<td>0.781282051</td>
<td>0.80248521</td>
<td>0.021203</td>
</tr>
<tr>
<td>yale</td>
<td>0.776</td>
<td>0.7896628</td>
<td>0.013663</td>
</tr>
<tr>
<td>ORL</td>
<td>0.7625</td>
<td>0.83540462</td>
<td>0.072905</td>
</tr>
</tbody>
</table>

4.1. Main idea of sensitivity analysis

In semi-supervised setting, when we use initial classifier to classify huge amount of unlabeled data several events may turn out. Such as, the accuracy of initial classifier may be very low, or medium or even high. Here, we will briefly discuss about every phenomenon.

Firstly, when the accuracy of the initial classifier is very low, for instance about 50%, then if we use that classifier to predict unlabeled data, the newly predicted labels may have a lot of noises. We consider those noisy samples as bad samples. And when we add those so-called bad samples with wrongly-predicted labels to original training data and retrain the model, the accuracy of the classifier is surely not improved.

Secondly, when the accuracy of the initial classifier is medium, for example, around 75% and if we use that classifier to classify huge amount of unlabeled data then that classifier works well, that is, it gives fairly proper prediction results for unlabeled samples. In this case, newly predicted labels have a few noises and these samples are considered as quality samples. If those supposed quality samples with a few wrongly-predicted labels are added to the original training set and retrain the model then the accuracy may be substantially improved and these noisy data have a very less effect on the learning performance.

Finally, when the initial classifier’s accuracy is high, for example around 95% and if we use that classifier to predict unlabeled data it may generate a very few wrongly-predicted labels, that is, a very few noises. But in this case, if we add these new samples with their predicted labels to the original training data to retrain a new model, we are not sure that whether it significantly improves the classification accuracy or not. It is reasonable to think that, the classifier’s accuracy will less likely be improved because the initial accuracy is already very high.

From our main idea we can conclude that, there is a trade-off between the initial accuracy of a classifier and the amount of improvement over the initial accuracy. Although many researchers think that noisy samples have a very bad effect on the
learning performance but we observe a phenomenon where noisy samples have a less effect on the learning performance. In the next section, we are going to discuss about a mathematical model to support our main idea to learning from noisy data.

4.2. Mathematical model to learn from noisy data

In semi-supervised learning, when we add the low fuzziness samples from the test dataset to the original training dataset, then, in this new training dataset there are some noises. This noises usually have some bad effect on the learning performance. But according to Gui et al. [15] under some circumstances, noisy samples have a very less effect on the learning performance.

To describe the mathematical model for learning from noisy data we first introduce and then estimate the rate of class noise. In fact, class noise rate is usually referred to as an independent likelihood of the class labels being changed on the entire training dataset. Suppose \((x_i, y_i) \in D\) and \((x_i, y_i') \in D'\) are samples from clean distribution and noisy distribution respectively. Here, the label \(y_i'\) is possibly different from actual label \(y_i\). After a rigorous proof, Gui et al. derived the following inequality to approximate the class noise rate, \(N_c\) for the noisy sample \((x_i, y_i')\):

\[
N_c(x_i) \geq 1 - 0.5 \times \exp\left( -\frac{\sum_{j=1}^{k} s_{ij} \cdot d_{ij}}{2(\|s_i\|_1 \|s_i\|_2)^2} \right)^4
\]

(4)

In the inequality (4), \(d_{ij}\) is the dissimilarity between the \(i\)th sample and its \(j\) near most labels, here, \(j = 1, 2, \ldots, k\) and \(d_{ij}\) is defined by the following sign function:

\[
d_{ij} = \begin{cases} 
  1, & \text{if } y_i' \neq y_j' \\
  -1, & \text{if } y_i' = y_j' 
\end{cases}
\]
Fig. 2. Results of 1st experimental setup (ELM used as base classifier).
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\(s_{ij}\) is the similarity between the \(i\)th sample and its \(j\) near most labels, here, \(j = 1, 2, \ldots, k\). \(s_{ij}\) is normalized in the range [0,1].

\(k\) is the number of nearest neighbors, \(\|s_i\|_1\) and \(\|s_i\|_2\) are \(l_1\) and \(l_2\) norms respectively.

Suppose \(\mathcal{L}(g(x), y)\) and \(\mathcal{L}'(g(x), y')\) are loss functions for the clean distribution, \(\mathcal{D}\) and noisy distribution, \(\mathcal{D}'\) respectively. When we use the estimated rate of class noise, \(N_i(x_i)\) for every single instance and change the loss function for the noisy distribution with the perceived labels then three kinds of risks may come out and these risks can be stated as follows:

**Definition 2.1:** The Expectation of \(\mathcal{L}\)-risk for the clean distribution \(\mathcal{D}\) is given by: \(R_{\mathcal{L}, \mathcal{D}}(g) = E_{(x,y) \sim \mathcal{D}}(\mathcal{L}(g(x), y))\).

**Definition 2.2:** The Expectation of \(\mathcal{L}'\)-risk for the noisy distribution \(\mathcal{D}'\) is given by: \(R_{\mathcal{L}', \mathcal{D}'}(g) = E_{(x,y') \sim \mathcal{D}'}(\mathcal{L}'(g(x), y'))\).

**Definition 2.3:** The Empirical \(\mathcal{L}'\)-risk is stated on the training dataset as follows: \(\hat{R}_{\mathcal{L}'}(g) = \frac{1}{n} \sum_{i=1}^{n} \mathcal{L}'(g(x_i), y'_i)\).

Once we know the class noise rate, it can be used to approximate the loss function for noisy distribution to the loss function for clean distribution. Loss function for noisy distribution is defined as follows:

\[
\mathcal{L}'(g(x_i), y'_i) = \frac{(1 - N_i(x_i)) \cdot \mathcal{L}(g(x_i), y'_i) - N_i(x_i) \cdot \mathcal{L}(g(x_i), -y'_i))}{1 - 2 \cdot \sum_{i=1}^{n} N_i(x_i) / n}
\]

(5)

In the right hand side of the Eq. (5), the numerator has two components. The first component stats the loss function with their observed labels, which is multiplied by the probabilities of their label correctness. The next component indicates the penalty for the loss function along with their inverted labels, which is multiplied by the rate of class noise. The denominator is dependent on the average rate of class noise, which guarantees that the value of the loss function of both noisy and clean training data is almost same.

From the preceding discussion, some issues become apparent. Such as,

(i) When the training data is noisy and its size is very big then the empirical \(\mathcal{L}'\)-risk of training data converges to the Expectation of \(\mathcal{L}'\)-risk, \(R_{\mathcal{L}', \mathcal{D}'}(g)\).

(ii) If the rate of class noise is estimated correctly then the Expectation of \(\mathcal{L}'\)-risk under noisy distribution converges to the Expectation of \(\mathcal{L}\)-risk under the clean distribution i.e., \(E_{\mathcal{D}'}[\mathcal{L}'(g(x), y')] = \mathcal{L}(g(x), y)\).

From this discussion we can intuitively conclude that, under the above mentioned circumstances noises has no effect on the learning performance because first the empirical \(\mathcal{L}'\)-risk, \(\hat{R}_{\mathcal{L}'}(g)\) converges to the Expectation of \(\mathcal{L}'\)-risk, \(R_{\mathcal{L}', \mathcal{D}'}(g)\) under the noisy distribution, and eventually \(R_{\mathcal{L}', \mathcal{D}'}(g)\) converges to the Expectation of \(\mathcal{L}\)-risk, \(R_{\mathcal{L}, \mathcal{D}}(g)\) under clean distribution of training data.

5. Experimental results and discussion

To experimentally validate the performance of our proposed approach, twelve standard datasets were obtained from UCI machine learning repository [13]. Before using those datasets, we normalized them to ensure the uniformity of the output. Apart from the 12 UCI datasets we used 2 real-world databases namely YALE and ORL\(^1\) face databases to evaluate our proposed model. Description of the datasets is given in Table 1. YALE database contains images of 15 persons with 11

---

\(^1\) http://www.cad.zju.edu.cn/home/dengcai/Data/FaceData.html.
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different types of images for each person. The images are different in various lighting conditions, facial expressions (such as normal, happy, sad etc.) and each image size is $32 \times 32$ pixels with 256 gray levels per pixel. ORL database contains images of 40 persons with 10 different types of images for each person. The images are different in expressions (open or close eyes, smiling or non-smiling) and various facial expressions (with glasses or without glasses) and each image size is $32 \times 32$ pixels with 256 gray levels. Before actual training, the gray level of each image is normalized to the range of $[0, 1]$. We use PCA [49] to reduce the dimension of original images. After applying PCA we consider the first 40 principal components of both YALE and ORL datasets to make the processing of these datasets easier. We randomly choose different number of images from each person for training and leave others for testing. As we change the number of training data it leads us to have different initial training accuracy for different models. Three different experimental setups were built to conduct and demonstrate the effectiveness of our proposed algorithm. In the first experiment, we used non-iterative single hidden layer feed-forward neural network i.e., ELM as a classifier in our proposed fuzziness based semi-supervised technique. The experimental results are represented in figure 2(a – n). Here, the x-axis represents the initial accuracy of base classifier and the y-axis represents the improvements over the initial accuracy.

The most striking result to emerge from the datasets is that, the correlation between the initial accuracy of a base classifier and improvement of classifier’s performance is worth mentioning, because, for a specific base classifier, experiment showed that changes in the initial accuracy of base classifier significantly changed the performance of the classifier. Particularly, when low fuzziness instances from test datasets are added to the original training data, classifier’s performance was improved. We further demonstrate that the improvement of classifier’s performance is largely dependent on the initial accuracy of the base classifier and experiments also reveal that the improvement of accuracy reaches its maximum when the initial accuracy of base classifier is nearly 75%. Figures 2(a – n) describe that, when the initial training accuracy of a classifier is around 75% then the improvement of training accuracy is maximum. For example, in the Fig. 2(a), we can see that when the initial accuracy is 0.770089286 then we got the maximum improvement of accuracy which is 0.03283 and all the datasets under this experiment exhibit almost the same results.

In the second experiment, we use backpropagation based neural network as a classifier in order to demonstrate the effectiveness of our proposed fuzziness based semi-supervised learning algorithm. The experimental results are depicted in figures 3(a – n), where, the x-axis denotes the initial accuracy of base classifier and the y-axis denotes the improvements over the initial accuracy. From the results, it is obvious that, if we calibrate the initial accuracy of the base classifier across a broad range (e.g., 50% to 100%) to find out the maximum improvement of classifier accuracy over the initial accuracy then we find it when the initial accuracy is around 75%. For example, in the Fig. 3(b), we can see that when the initial accuracy is 0.753581662 then we got the maximum improvement of accuracy which is 0.042013 and all the datasets under this experiment show almost the same results.

When there are a few labeled data and huge amount of unlabeled data we can use label propagation algorithm to give labels to unlabeled data. From the literature we found many works that tried to exploit the idea of label propagation algorithm. Among others Zhao et al. used label propagation in the following works [42–44]. Xiaojin et al. [38] showed that to train the label propagation model if the number of the labeled data is changed, accuracy is also changed accordingly. They demonstrated the more the number of labeled data is used the more the accuracy is improved. In our third experiment, where we use LP (Label Propagation) as initial classifier, during the training we changed the number of labeled data to calibrate the initial accuracy of the classifier so that we can observe for which initial accuracy maximum improvement of accuracy is obtained. The experimental results are represented in figure 4(a – n). Here, the x-axis represents the initial
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accuracy of the base classifier and the y-axis represents the improvements over the initial accuracy. For example, in the Fig. 4(c), we can see that when the initial accuracy is 0.7061 then we got the maximum improvement of accuracy which is 0.07291 and all the datasets under this experiment exhibit almost the same results.

Tables 2–4 represent the results of our proposed algorithm respectively for ELM, NN and LP used as initial classifiers. These tables report the maximum improvements of accuracy for every dataset when we add low fuzzy samples from testing dataset to training dataset. From the Tables 2–4 it is clear that maximum improvement is obtained when the initial accuracy is between 70–80%.

The Table 5, compares the performance of ELM, NN and LP respectively used as base classifier. It is clear that for all the base classifiers used in our experiments, we obtain the maximum improvement of accuracy when the initial accuracy of the base classifier is between 70–80%.

The Fig. 5, graphically summarizes the results reported in Table 5 and compares the performance of our proposed algorithm with different initial classifiers, such as ELM, NN and LP. From the Fig. 5, it is clear that if we add low fuzzy samples from the testing dataset to the training dataset the accuracy is improved and the improvement is maximum when the initial accuracy is between 70–80%.
Fig. 5. Comparison among ELM, NN and LP used as base classifier.
6. Conclusions and future works

In this study, a new aspect of semi-supervised learning technique was explored to improve the performance of a classifier by using divide-and-conquer strategy. A small amount of labeled samples were used to build three initial classifiers, later those classifiers were used to classify huge amount of unlabeled samples and based on the degree of fuzziness those samples were categorized into low, medium and high fuzziness groups. Non-iterative single hidden layer neural network, back-propagation based neural network algorithms and label propagation algorithm were chosen as base classifiers because of their simplicity and efficiency. Extensive experiments were conducted for revealing the fact that for a trained classifier, if the low fuzziness samples from the testing dataset were added to the original training dataset and retrained the model then the training accuracy was substantially improved and this phenomenon was explained in the theory of learning from noisy data. It was also observed that, the improvement was largely dependent on the initial accuracy of the base classifier and the improvement was found at its maximum when the initial accuracy was between 70–80%. One of our future works is to establish a robust mathematical model to explain why low-fuzziness samples have the enhanced impact on the learning performance.
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