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Dartmouth Summer School
Al history» EEFEEW

What is ML? *1956 Summer School

J. McCarthy, M. Minsky, N. Lochester (IBM), C.E. Shannon

Al and ML A. Samual (IBM), H.A. Simon (CMU), A. Newell (CMU),
T. More (Prinston), R. Solomonoff (MIT), 0. Selfridge (MIT)
ML categories *Funded by the Rockefeller Foundation, $1,200 per person

BRIFNERETRE, BAL0ET, RETRER

*Goal: Design a computer with real intelligence

References Bir: 10 ATRIITHAEEIEBEN TS

*Result: Laid a new science - artificial intelligence

SR BE SHMONF- ATEE

ML aims
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Newera

o Dee 2016
Statistical P Google AlphaGo wins

|E&I’I’Iil‘lg Iea’mmg Wﬂl-'ld-Cup ch;_j_mpion Li
1995 2006 Shishi, opening a

Expert Representative Hintion proposed new era
technology is 9P learning

Al history »

I ?
What IS MI.. SYStem support vector neural Ifetwnrk,
1980 nachine: Sy 2nd achieved
, Trough B + Inference breakthrough
AI and MI. Blrth OfAI 1970-1980 Eﬂchine Progre
1956 Computer performance
. Dertmouth  j5 jnsufficient, data 2015
MI. Categones Conference yo]ype is seriously = Big data + cloud computing

missing. 15 developing rapidly, AL

1s begimning to be fully

ML aims 2013 applied.

@ Deep learning algorithm is

1986 successful in speech
REferences | Invention and recognition and visual
1957 application of BP  recognition rate, were
[nvention of Perceptron neurai[ netork more than 99% and 95,
Perceptual Neural Network algorithm entered the era of

intelligent perception
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AT &EHEE

Using artificial methods

ADUVANCED

. and techniques to imitate, ARTIFICIAL

AI hIStory » extend and expand human . AINTELUGENCE\
intelligence to realize - ‘.' E G oL

What is ML? machine intelligence. :I-;;"-' =5 4‘: ,!
AT =M R, 0. % .
FEfRAIT AR £FFEE, S5

Al and ML .

ML categories The long-term goal of Artificial

Intelligence is human-level

. Artificial Intelligence.
ML aims

References

Intelligence Science Is The Road To

Human-ILevel Artificial Intelligence
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Al history

What is ML2 »

Al and ML

ML categories
ML aims

References

What 1is Machine Learning?

For certain types of tasks T and performance measure P, if a
computer program on the T measures performance P with
the experience E and self-improvement. So we call this
computer program learning from experience E
—— Tom Mitchell
NBEFIHIR-NLMERNFER | CORITENRE, Rt RPELE. R
WIRg, f=Hie. Rkie, BEEREERLS. TRNFFLIFR. NEFINRFENL
RBEFEARNGE  DRILEMEXFROAHIA. BFEH , EXFNROER
RNERETENTERNEANZEDITH - NARLRHiREEE (REE ) | FRHENAE
FFHAIRAHR P, —— Microsoft Research
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Al history

wmxnnu|‘>

Al and ML

ML categories
ML aims

References

What 1is Machine Learning?

(TARHEZ> T EEs , STRRFRRANRERALE , BERT
NEMDRBRAFRANSA, MR VAR S, BERGHA
SRACRRRENEN D R , SATOSESSEIAR
HIBIGIIEE, RERHFERERRRE  ARSHHENERH
BEIEAR , RNESSHIRANER, A7 REREE
RSURUBEROT SN | AREREN , BORREMNE
K ARG R AR, REMAE
BRI IR,

http://blog.sciencenet.cn/blog-826653-1029786.html
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Al history

What is ML2 »

Al and ML

ML categories
ML aims

References

What 1is Machine Learning?

A computer discovers/extracts a model from
existing data(experience), and then uses this
model to complete a prediction task.

/_—\
C pvzde )
__.,/
1148 3R
WSO P s weon A Fi
’}IJ“’H ‘“”)\., - f)\ lJ /}\)\” ,ﬁrn," ‘"ﬂ x _ W ok
g | P [T ok | w0 W =

http://blog.sciencenet.cn/blog-826653-1029786.html
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What 1s Machine Learning?

Machine Learning is a technique (skill) to study how do
computers simulate/implement human’s behavior of learning.

Al hiStOl'y It is to acquire new knowledge and then re-organize the
existing knowledge structure in order to improve the its
What is ML? » performance of problem-solving.
' —— A summary
Ml and ML BB FI eI 1T

ML categories

ML aims

References

XEHEEA EESBLES EEREHF
ZHOU Zhihua -—— A thinking on Machine Learning
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What i1s the relationship between AI and ML?

Traditionally in text books, it is stated that:

Al history Machine Learning is a key part of Artificial Intelligence.
. Traditionally Al has 4 fundamental tasks:

What is ML? Knowledge representation

Search
Al and ML » Learning

Reasoning
ML categories Another popular opinion is that:

Al = ML + (Big) Data
ML aims
Learning is the essential way for human to get wisdom.

References Machine Learning is fundamental and indispensible for a

computer to acquire intelligence. ML is a necessary part
for any computers to intelligently solve problems.
------ Jiarong Hong
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Al history Brain Cognition

/‘

What is ML? ML & PR

Al and ML »

ML categories

_< NL processing & understanding

Knowledge Engineering
ML aims

\_ Robotics and Smart systems

References

Teb re HAC LU T Jebe o 37— Ak oo 1 Al o
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Al history ~ r(Classification
Supervised leaming ~ » Rearession

What is ML? p : g. .

~ rPrediction
Al and ML »
ML categories Machine Leaming | #Clustenng

Unspervised learing - , Association rules

ML aims _ Dimension reduction
References

Reinforcement leaming
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hEF3
Al history -
What is ML il
BEs—RES
Al and ML LOESS(EEBE1A)
ML categories » .
ML aims

References
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Supervised Learning: Prediction

A general framework of supervised learning

Al history

What 1s ML? Atraining set (X, ),) Anew case
i=]2,- Pl (.‘In-.] ?,}Pml:-]

Al and ML _{
n observations (known)

ML categories »

ML aims f(x) can have many forms, such as:

1. Aregression function
References 2. A nearest Neighbor model

3. Asetof rules

4_A neural network

. 5. A Bayesian network
- y;can be discrete 5 el

orcontinuous 7
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Unsupervised Learning: Clustering

* Givenadataset, can we find natural groupings or clustersin the data-
istory Gi data set, find natural groupings or clustersinthe data?
* How canwe decide how manygroups exist?
' { * Couldtherebesubgroupswithinthe groups:
What is ML? Could there be subgroupswithinthe groups?
Motivating Example
Al and ML
%, % :z
ML categories» e Cem. O
ML aims : PR
[ o ’
E ~ qﬂ‘;g D%ﬂq #,.WH E
References Lt
a . :uu . = p .w"n
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Reinforcement Learning: learning from

environment
Al history . S o |
"Reinforcement learning (RL) s an area of machine learning concerned with how software
What is ML? agents oughtto take actions n an environment so as fo maximize some notion of cumulative
MH
Al and ML — Wikipedia

ML categories »
™| Agen
ML aims _"'

slale | |reward aclon

References ; 0
| r!h'
L | Environment (<=
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Al history
What 1s ML?
Al and ML
ML categories

ML aims »

References

The aim of machine learning is used to learn from
existing data into knowledge to accurately predict
unknown output as possible. Therefore, the
accuracy of learning, known as ability to predict
unknown output, or known as generalization. It
has been a goal of machine learning all the time.

Improve the accuracy of prediction
Reducing the complexity of the search

Enhance understandability represented
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The problems of machine learning are often attributed

Al history to the search problem, which is a very large search
space to search in order to determine the best fit

What is ML? observed data and prior hypothesis of the learner.
Therefore, machine learning improves learning

Al and ML accuracy while it also pays attention to reduce the
complexity of the search, in order to improve learning

ML categories efficiency.

ML aims » Improve the accuracy of prediction

Reducing the complexity of the search

References .
Enhance understandability represented
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The knowledge that the system learns should be

Al history understandable.
'  C(Cases:
What is ML? * Rulel:If a +b > c, then Joe Smith to play.

* Rule 2: If the weather is good, then Joe Smith to play.
Al and ML .

Obviously, Rule 1 is a poor understanding of the rules,
and rule 2 is a strong the rules of understanding.

ML categories

ML aims » Improve the accuracy of prediction

Reducing the complexity of the search

References .
Enhance understandability represented
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XIZHAO WANG = JUNHALZHAL

e S ;:Ei Bl Trevor Hestie
igg%migwﬁ I Robert Tibshirani LEARNING WITH
P BE = T 'l Jerome Friedman

Al history .

| Uncertainty.

What is ML?

Al and ML

Tom M. Mitchell WAL 3
(%) Waa 4" WES

ML categories

ML aims e mmemmmm Learning with Kernels

References »

e Support Vector Machines, Regularization,

Sl Optimization, and Beyond

M. MITCHI

Bernhard Schélkopf and Alexander J
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Al history
What 1s ML?
Al and ML
ML categories

ML aims

References »

No.1 ({(#H=Z3IEEEEFE) {EH| : Vishal Maini

Machine Learning for Humans

858 : https://medium.mybridge.co/machine-learning-top-10=-
articles-for-the-past-month-v=sep-2017-c68f4b0Ob5e72

RSN REAEERNES AR T HARNEEFS. NSEFINETEARASTTE | (5
TLOBNEEFAFC. BHSEY AFPREESFS. TIREFS. 1Rk
IREFS. BUF3IF  FAEFIET—ERNFINER  MERWNT



Lotenre 02

Introduction to learning with
weak supervision

Xizhao WANG

Big Data Institute
College of Computer Science
Shenzhen University

March 2019



Lecture 02: Introduction to learning with weak supervision

Big Data » Big Data

Wt Essential Goal
Supervised o |
Learning Turn data into information and knowledge, so as to support

sound decision making
Basic Assumption:

Strong Supervision  Key Techniques

Supervision Is Cloud Computing 3 > Managing Data
Usually Weak

Crowdsourcing > > Collecting Data

Learning with

Machine Learni Analyzing Data
Weak Supervision achiine Leating 2 > IY gD

Min-Ling Zhang Learning with Weak Supervision
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Big Data . : :
Traditional Supervised Learning
Tradltlt?nal object Input Space
SUPeersed » represented by a single instance (feature vector)
Learning instance ]_[ label ] characterizing its properties
_ . Output Space
Basic ASSllmPtlom associated with a single label characterizing its
Strong Supervision  {iciancet  {labol | semantics
SuperViSiOII |S % j [ina’ranne ]—[ ahel]
Usua"Y Weak Predictive Supervised [instance }—{ iavel |
model <: —— <: R

. . Algorithm

Learning with (instance }—{iabel)

Weak Supervision

Min-Ling Zhang Learning with Weak Supervision | Gz |
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Big Data

Basic Assumption: Strong Supervision
Traditional == oo
Supervised I {—) supervision information i
Learning L o o o o o o e e e e e '

Key factor for successful learning
Basic Assumption: (encoding semantics and regularities tor the learning problem)
Strong Supervision »

Strong supervision assumption

Supervision Is O Sufficient labeling N '
Usually Weak abundant labeled training data are available
O Explicit labeling
Learning with object labeling is unique and unambiguous

weak supeWiSion Min-Ling Zhang Learning with Weak Supervision
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Big Data

But, Supervision Is Usually Weak
Traditional
Supervised Constrained by
Leaming DIffICUH’ O Limited resources

to havel O Physical environment
. . O Problem properties

Basic Assumption: 0 ' proper
Strong Supervision &

Strong supervision ::> Strong
Supervision Is (sufficient & explicit) generalization ability
Usually Weak

In practice, we usually have to learn with

Learning with weak supervision

Weak Supervision i1 ing Zhang

Learning with Weak Supervision




Lecture 02: Introduction to learning with weak supervision

Big Data
Learning with Weak Supervision
Traditional
Supervised v' Insufficient labeling
Learning

Labeled Data + Unlabeled Data

Basic Assumption: _ _
Strong Supervision v" Non-Unique labeling

Multi-Label Data (labeling with multiple valid labels)

Supervision Is
Usually Weak v Ambiguous labeling
Learning with » Partial-Label Data (labeling with multiple candidate labels)

Weak Supervision
Min-Ling Zhang Learning with Weak Supervision
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L. »

Multi-Label Objects
MLL

Major Challenge
of MLL

Partial Label
PLL

Other Scenarios
Widely Exist

Semi-Supervised Learning (SSL)

Predictive
model

Major paradigm in exploiting unlabeled data to improve generalization
performance, without human interventions

[ins'.anbe]—[label] SSL
:> Learning :>
]

[inslanr:e]—[ Y Sysfam

O Generative methods [Miller & Uyar, NIPS'97] [Nigam et al., MLJ00]
O S3VMs [Joachims, ICML"99] [Chapelle & Zien, AlStats’05] [Grandvalet & Bengio, NIPS'05]
O Graph-based methods [Zhu et al., ICML'03] [Zhou et al, NIPS'04] [Belkin et al., ]MLRO6]

O Disagreement-based methods [Blum & Mitchell, COLT98] [Zhou & Li, KAIS10]

Min-Ling Zhang Learning with Weak Supervision

o) | ez
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siL
- Multi-Label Objects
Multi-Label Objects» R FC g

A - *
P —— : .

_ P WOy e Wy ¥ -
N - ~3) ‘] AT
'.- " T ’.—4
T
| e
| -~

Major Challenge e R

Russia will provide a proper level of security on the streets and in public

I
I
I
I
I
I
I
I
of M I-I- places during the 2018 FIFA World Cup in the country, Viadimir Markin, : Tr‘avel
I
I
I
I
I
I
I

the head of the Russian Football Unlon’s security committee, said
Monday.,

. amid preparations lor the iInternational football event that wil
Partial Label e e e B e e
for gross violations of rules of conduct during sporting events

S T T = e ol < TR S o i BN - . |
“The security on the streets and in other public places of the cities where
the matches will be held is going to be provided on a proper level. Not | = s c v e o oo o o o - - - -
PI-I- ] only the law enforcement, but also private security services, volunteers

and responsible citizens will make every effort for it, * Markin told R-

j Multiple labels

Other Scenarios
Widely Exist

Min-Ling Zhang Learning with Weak Supervision
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SSL
Multi-Label Learning (MLL)

Multi-Label Objects .
object

e

Major Challenge
of MLL instance

Partial Label

PLL
Multi-Label Learning (MLL)

Other Scenarios

Wldely Exist Min-Ling Zhang Learning with Weak Supervision
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SSL

Multi-Label Objects ' Vajor Challenge of MLL

——————————————————————————————

MLL i nput space output Space i f Exponential number
i > > @ | of possible label

Major Challenge : N sets!

of MLL » i The MLL Mapping E

. g=5 = 32labelsets _
Partial Label

—10 = ~1klabel set ivi
g= abel sets O Individually strong

PLL g=20 =» ~1M label sets
O But, globally weak !

Other Scenarios Min-Ling Zhang Learning with Weak Supervision

Widely Exist
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SSL

Multi-Label Objects Partial Label

Appreciator A =========-= > > Picasso style X
MLL .

Appreciator B ======--- > > Monet style X
Major Challenge Appreciator C --------- > »van Gogh style v/
of MLL

O Computer vision [Cour et al., ]JMLR11] [Tang & Zhang, AAAI'17]

Partial Label »

PLL O Learning from crowds [Raykar et al., JMLR10] [Yu & Zhang, ML]17]

O Image classification [Zeng et al., CVPR'13] [Chen et al., CVPR'13]

O Ecoinformatics [Liu & Dietterich, NIPS'12] [Zhang & Yu, [JCAI'15]

Other Scenarios
Widely Exist il g Learning with Weak Supervision ¢
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SSL

Multi-Label Objects | Partia]-T.abel ILearning (PLL)

MLL object
O Each object is associated
Major Challenge with multiple candidate
labels
Of MI'I' instance
O Only one of the candidate
Partial Label label is the unknown
ground-truth label
o mp . .
Partial-Label Learning (PLL)

Other Scenarios
Widely Exist

Min-Ling Zhang Learning with Weak Supervision @ =
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SSL

MLL multi-instance learning | | (instance ambiguous labeling
[Dietterich et al., AIJ97] [Foulds m m

& Frank, KER10] [ Amores, AIJ13] m

Major Challenge
of MLL PU learning (instance —{ =+ ) insufficient labeling

[Liu et al., ICML'02] [Liu et al., -
[mstance ]—[ 777 ]
ICDM'03] [Li et al., ACL'10]

Partial Label

leurning with constraints [ instance instance ﬂDI]~uI]iqll€ labe]mg

PLL [Wagstaff et al., ICML'01] [Basu el can’t-link

et al., CRCBook08] L| instance I"*

Other Scenarios Min-Ling Zhang

Learning with Weak Supervision &
Widely Exist
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SSL

Multi-Label Objects Other Scenarios Widely Exist

MLL multi-instance learning = |(instance | ambiguous labeling
[Dietterich et al., AIJ97] [Foulds m m

& Frank, KER10] [ Amores, AIJ13]

Major Challenge Vs —— ~
o btk Learning with Weak Supervision
Partial Label i Framework + Model + Uti Iiza‘rionj
L e v

Other Scenarios Min-Ling Zhang Loaring with Weak Supervsion ® o

Widely Exist
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Learning from mislabeled data through ambiguous learning

Introduction »

The proposed
Approach

Experimental
result

Summary

Most existing studies assume that the training data are perfect,
sufficient and cost free. However, in the real applications,
these assumptions might be false. For example:

@ The number of training examples might be insufficient;

@ Obtaining the labels of training examples is expensive, and

@ Only positive and unlabeled examples are available.
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Learning from mislabeled data through ambiguous learning

Introduction »

The proposed The performance of classification algorithms can be affected by
noisy training samples.

Approach Two types of noisy training samples:

Experi | @ Noisy features: means that the values of the features of
Xperimenta some training examples are incorrect.

result @ Noisy labels: means that some of the training examples

are mislabeled.
Summary
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Learning from mislabeled data through ambiguous learning

Introduction »

The proposed
Approach

Experimental
result

Summary

The mislabeled data can dramatically degrade the
performance of the classifier. How can deal with mislabeled
examples?

@ Algorithm level approach: modifies the existing algorithm
to make it robust against mislabeled data during model
training, i.e., KNN and Edited Nearest Neighbor (ENN).

@ Data level approach: directly handles the training samples,
i.e., Majority Filtering (MF) and Consensus Filtering (CF).
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Introduction »

The proposed In order to minimize the downside of Mislabeled training

Approach instances:
@ Noise tolerance: tries to control the negative effect of

noisy instances without removing them, and

Experimental
P @ Noise filtering: tries to improve the quality of training data

result by identifying and eliminating the noisy instances prior to
applying the learning algorithm.

Summary
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Introduction »

The proposed
Approach The noise filtering mainly include:

o Distance-based algorithms usually adopt the idea of
. k-nearest neighbors and believe that the nearby
Experimental samples tend to have the same label, and

result ¢ Ensemble learning based algorithms employ multiple
classifiers to detect the noises.

Summary
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Algorithm: Majority Filtering (MF)
. [nput: E (training set)
IntrOdUCtlon Parameter: n (number of subsets), v (number of learning algo-

rithms},
Ay Az o Ayly kinds of learning algorithms)
The Proposed Output: A (detected noisy subset of E)
(1) form n disjoint almost equally sized subset of E;, where

Approach UE =E

(2) A+ D
. [3) for i=1. ..., n do

Experimental (4) form E, « E\FE;
(5] for j=1....v do

result (6)  indunce H; based on examples in E; and A
(71 end for
(5] for everv ¢ € E; do

Summar)' 0 ErrorCounter + (0
(10]) for j=1.....v do
{11) if Hjincorrectly classifies e
{12) then ErrorCounter «— ErrorCounfer + 1

(13)  end for
{14 if FrrorCounter > £, then 4 — AL {e}
(153 end for

[16) end for
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Learning from mislabeled data through ambiguous learning

Introduction »

Training | Given | SVM KNN NB | P(¢;) P(c2) | Noise?
sample label

The proposed L 1 1 e ; "
Approach 2 2 1 2 2| 034 066 No
3 2 2 2 2 0 1 No
. 4 1 1 2 2 0.34 0.66 Yes
Experimental 5 1 2 1 1 |066 034]| No
result 6 2 1 2 2 0.34 0.66 No
7 1 (MisL) | 2 2 2 0 1 Yes
8 2 2 2 2 0 1 No
Summary 9 2 (MisL) | 1 1 1 1 0 Yes
10 1 1 2 1 | 066 034 | No




Lecture 03:

Learning from mislabeled data through ambiguous learning

Introduction
The Proposed This work proposed an approach which learns from
A h mislabeled training data through ambiguous learning
pproac (LeMAL).
) In ambiguous learning, each training example is assigned with
Experimental a set of candidate labels, among which only one is valid.
result

Summary
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Learning from mislabeled data through ambiguous learning

Introduction
The proposed Formally, let X = R? be the o-dimensional input space and
Y = y1. )2, ..., Yq be the output space including g classes. An
APProaCh ambiguous label training set is defined as follows:
. D={(x,S;.P)1<i<m 1
Experimental 1, Si. Pi) J (1)
result where x; € X is a d-dimensional feature vector; S; € Y is the

set of candidate labels; P; is the probabilities of each candidate
labels.

Summary
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Learning from mislabeled data through ambiguous learning

Introduction

In k-NN classification, the label A, assigned to a query sample
The proposed Xo is given by the label that is most frequent among the k-

Approach nearest neighbors of xp, which can be found by using the
distance function.
. k
Experimental Ao = argmax 3" A [[(A € S) @
result Y =i

Where x; is the i-th nearest neighbor; A, is the label of x;, and

Summary [1() is the standard true, false — 0, 1 mapping.
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Introduction Training | Given | SVM  KNN NB | P(ci) P(c)
sample | label

1 1 1 1 1 1 0
The proposed e 2 1 2 2 ]034 066

3 2 2 2 2 0 1
Approach 4 1 1 2 2034 066

S} 1 2 1 1 0.66 0.34
Experimental ? f ; 3 g 0'03 ) 0'16 °
result 8 2 2 2 2| 0 1

9 2 1 1 1 1 0

10 1 1 2 1 0.66 0.34
Summary Assume for a given test sample x;, training samples 1, 4 and 8

are 3 nearest neighbors. Therefore:
V(c1))=1+034+0=1.34
V(c,) =0+ 0.66 + 1 = 1.64 (predicts x; as class 2)
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Introduction Classification accuracy comparison on Wilttrain data set
Drataseth
The Proposed MWethod Moise ratio
1Lk 15 2 29 A 35 ] Ave
Approach ACLEAN [ 0020 [0020 [oone [ 0016 [ 003 1 oois (o013 | 0015

ANOISE (L1 Rkt 4] (), =L (x40 (.573 0.730 0.726 | i b
AENN (1.90.3 .560 | 0.896 | 0880 | (.8586 ().786 0,706 | 0.84602)
. ME 0.200 | 0.856 | 0.803 | 0.826 | 0.803 | 0.780 [ 0.763 | 0.843(1)
Experlmental » CF 0.800 | 0.576 | 0.883 | 0.850 | 0.000 | 0.773 | 0.763 | 0.847(1)

MEME | 0.503 | 0.883 | 0.806 | 0.840 | 0.800 | 0.793 | 0.763 | 0.852(3)
I'eSII|t CEME | 0.803 | 0.883 | 0876 | 0875 | 0,003 | 0.776 | 0.763 | 0.802(2)
LeMATL (.90 | DsDd (), =2l ChofthE LS (bl R TR
LeMALZ )=t R4 [, =L 08570 1 0,905 | 0810 | 0.763 U.H:':lffl:_-'i:l

Summary :
where
MFMF and CFMF are multiple-voting based filtering methods.
ENN is a kNN-based noise filtering algorithm.
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Learning from mislabeled data through ambiguous learning

Introduction

The proposed
Approach

Inaccurate supervision are less reliable in high-dimensional

Experimental feature space because the identification of neighborhoods is
result usually less reliable when data are sparse.

Summary
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Learning from mislabeled data through ambiguous learning

Introduction

The proposed
Approach

Experimental
result

Summary »

@ Different level of noise, i.e., 10%, 15%,...,40%, were
injected to the labels of training samples.

@ Soft and probabilistic strategy is used to label training
samples.

@ The KNN classification algorithm is used to predict the
labels of the test samples.



The End of Lecture

Thank you for your
attention!



