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What is Machine Learning?

For certain types of tasks T and performance measure P, if a
computer program on the T measures performance P with
the experience E and self-improvement. So we call this
computer program learning from experience E

—— Tom Mitchell

—— Microsoft Research

机器学习是一门研究机器获取新知识与新技能，并识别现有知识
的学问。从人工智能的角度，机器学习是指从经验中产生模型的
一切方法论的总称。学习模型的构建是机器学习的核心研究内容
。取决于已有知识表示形式、学习任务与学习环境，机器学习的
研究内容十分广泛，涉及规则学习、类比学习、统计学习、强化
学习、深度学习、大数据机器学习等多个方面。

—— Xiang and Liu
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What is Machine Learning?

A computer discovers/extracts a model from
existing data(experience), and then uses this
model to complete a prediction task.
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What is Machine Learning?

Machine Learning is a technique (skill) to study how do
computers simulate/implement human’s behavior of learning.
It is to acquire new knowledge and then re-organize the
existing knowledge structure in order to improve the its
performance of problem-solving.

—— A summary

ZHOU Zhihua -—— A thinking on Machine Learning
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What is the relationship between AI and ML?

Traditionally in text books, it is stated that:
Machine Learning is a key part of Artificial Intelligence.

Traditionally AI has 4 fundamental tasks:
Knowledge representation
Search
Learning
Reasoning

Another popular opinion is that:
AI = ML + (Big) Data

Learning is the essential way for human to get wisdom.
Machine Learning is fundamental and indispensible for a
computer to acquire intelligence. ML is a necessary part
for any computers to intelligently solve problems.

------ Jiarong Hong                         
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Supervised Learning: Prediction
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Unsupervised Learning: Clustering
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Reinforcement Learning: learning from 
environment 

AI history

What is ML?

AI and ML

ML categories

ML aims

References



Lecture 01: Introduction to Machine Learning

Improve the accuracy of prediction

Reducing the complexity of the search

Enhance understandability represented

The aim  of machine learning is used to learn from 

existing data into knowledge to accurately predict 

unknown output as possible.  Therefore, the 

accuracy of learning, known as ability to predict 

unknown output, or known as generalization. It 

has been a goal of machine learning all the time.
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Improve the accuracy of prediction

Reducing the complexity of the search

Enhance understandability represented

The problems of machine learning are often attributed

to the search problem, which is a very large search

space to search in order to determine the best fit

observed data and prior hypothesis of the learner.

Therefore, machine learning improves learning

accuracy while it also pays attention to reduce the

complexity of the search, in order to improve learning

efficiency.
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Improve the accuracy of prediction

Reducing the complexity of the search

Enhance understandability represented

The knowledge that the system learns should be 

understandable.

• Cases:

• Rule 1: If a + b > c, then Joe Smith to play.

• Rule 2: If the weather is good, then Joe Smith to play.

• Obviously, Rule 1 is a poor understanding of the rules, 
and rule 2 is a strong the rules of understanding.
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The End of Lecture

Thank you for your
attention！


