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1. Introduction to big data (1)

* Big data refers to datasets that are so large that
conventional database management and data analysis
tools are insufficient to work with them.

* Big data, which was called massive data [1], has become a
bigger-than-ever problem with the quick developments of
data collection and storage technologies.

[1] National Research Council, Frontiers in Massive Data Analysis, The
National Academies Press, Washington, DC, 2013.

With the rapid development of data collection & storage ability, there are more
and more big data. With respect to the data processing ability, it has already
lead to an information explosion.



1. Introduction to big data (2)
Big data and its 5V properties

Large Volume

Analyze the Future
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1. Introduction to big data (3)

The 15t V:  Volume - big and big
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Big data= “Large-scale data” +“Complex types data”



1. Introduction to big data (4)

The 2" V: Velocity (Quick change)

Tencent data storage in total: >1000PB
Incremental increase: 600TB/Day
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e e Google data: 3 billion searches every
High‘ﬁelr:rcityr day, 34 thousand questions per second

facebook
2.5Bitems/dav,
Over 500 TB/day more thank Google

Baidu data: the number of handling
searches for one day is about 5 billions,




1. Introduction to big data (5)

The 34 V: Variety (Multimodality)

Regarding a big dataset, usually
the types of feature are many

Numerical data
Symbolic data
Text
Image
Video
Time series

R SRR i s | AR
i J“el%”

PPN “Y“’““U" ﬂrwr”jr“—“‘u’w pRASTE
A_J_:TJA AM_J\A_AAJLMVLV\ leL/\—}i:/\_'\,/\. i
1 ? &‘ ‘} L_VLJJ\_\[A—‘LJU\J_L

U ISR Y Y ] (s 15 ,LAJANWM_.L:D




1. Introduction to big data (6)

The 4% V: Veracity (Uncertainty)

5—Nov 05:33:66 —- — —"i
" Ambiguity Deficien\c:\
of
e symbolic numer1ca1
e < data dato 2\
e Blurrmg

Uncertainty

‘[ Aol Mg o
pom S M




1. Introduction to big data (7)

The 5t V: Value - Big value for big data

Implicit, not explicit
Connections among the events, changing tendency, outliers, regularity.
Need tools to mine.

e Astronomy ® Promoting the Internet of Things; | Data assert
® High-energy physics and .CIOUd computing. e National digital sovereignty
@ Bioscience ® Business models of big data

® Defense security monitoring

® core competency of enterprises |\ o\ tvork security

e Influences on economic, social,

® Machine design

and cultural
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1. Introduction to big data (8)

Data analysis/mining is an important sector of big data industry chain
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2. General challenge of big data analytics

Big data representation

Big dimensional ity and Massive classes
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Weak relation: from a mapping to a relation

Computation ability non—adaptive
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2. Challenge of Big Data analytics (1)

Big data representation

Challenge 1: Data representation
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2. Challenge of Big Data analytics (2)

Challenge 2: Big Dimensionality
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Zhai, Ong, Tsang. The emerging “Big dimensionality”. IEEE CI Magazine, 2014



2. Challenge of Big Data analytics (3)

Massive Classes

Challenge 3: Massive Classes

br

Larg

16k ImageNet

e recognition

Vo 1y, . ; |

22k ImageNet 21k Web Data

97k Web Data

Number of Classes 15,589 21,841 21.171 96.812
Number of Samples 9 million 14 million 9 million 40 million
Number of Features 1024 479 1024 1024

Gupta, Bengio, Weston. Training Highly multiclass classifiers. JMLR, 2014




2. Challenge of Big Data analytics (4)

Challenge 4: Weak relation: from a mapping to a relation
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In classification tasks, the labels may be missing or labeled by error.



2. Challenge of Big Data analytics (5)

Computational Problem Scale
Ability (Complexity)

Traditional machine learning methods

I

wAR BE . LS

The computational cost of many algorithms>()(N2)
Only efficient to small data!!!

How to
apply these
methods tg
Big Data???




3. Current handling strategy for big data computing

Divide-and-Conquer
Parallelization

eIncremental

«Sampling

Granular Computing
*Feature selection for big data
*Hierarchical classes



3. Current strategy for big data computing (1)

Divide-and-Conquer

E&H"Uu“ o] o]

It is general strategy

Becoming big to small

Processing in every small-block
Separate results are then fused together.

Michael Jordan in his keynote speech at the 14" Computing in the 21¢t
Century Conference highlighted: Divide-and-Conquer and Statistical
Inference is the fundamental strategy of processing Big Data



3. Current strategy for big data computing (2)

Parallelization

(1) Parallelization: another fundamental strategy
(2) Parallelization: Not decrease workload

(3) Parallelization: reduce working hours

(4) Parallelization: Not suitable for all problems



3. Current strategy for big data computing (3)

Increment

A general strategy for big data processing
Batch-data or streaming-data

A step-by-step learning process

Training only on the a new-coming data-block
A data-block used for training once only

Requirement: Good memory of the algorithm



3. Current strategy for big data computing (4)

Sampling

® A basic strategy: from big to small

® An old technique in Prob. & Statistics

® Relation between a sample and the population
® New advances with big data era is coming

|
Un-known Pop. ‘ Data

Big Data Pop.




3. Current strategy for big data computing (5)

Very low complexity learning algorithm

Suitable for both classification
and regression

Can efficiently
handle Big Data
A very low Simple
= — Complex1ty structure
ast training speed —= learning
(This strategy does algorithm
focus on this
\- advantage) N
~
Strong
Support the generalization
online ability
sequential o

learning tasks




3. Current strategy for big data computing (6)

Granular Computing

Granular Computing: another specific strategy to process big data

It is still to becoming big to small, by selecting an appropriate granularity

Contents lists available at ScienceDirect

NFORMATION
[ sy e

Information Sciences s

Data-intensive applications, challenges, techniques @Cmmﬂ( /ins —
and technologies: A survey on Big Data

C.L. Philip Chen™, Chun-Yang Zhang

Department of Computer and Information Science, Faculty of Science and Technology, University of Macau, Macau, China

6. Underlying technologies and future researches|

The advanced techniques and technologies for developing Big Data science is with the purpose of advancing and invent-
ing the more sophisticated and scientific methods of managing, analyzing, visualizing, and exploiting informative knowledge
from large, diverse, distributed and heterogeneous data sets. The ultimate aims are to promote the development and inno-
vation of Big Data sciences, finally to benefit economic and social evolutions in a level that is impossible before. Big Data

6.1. Granular computing —> Granular Computing

When we talk about Big Data, the first property of it is its size. As granular computing (GrC) [142] is a general computation
theory for effectively using granules such as classes, clusters, subsets, groups and intervals to build an efficient computa-
tional model for complex applications with huge amounts of data, information and knowledge, therefore it is very natural
to employ granular computing techniques to explore Big Data. Intuitively, granular computing can reduce the data size into
different level of granularity. Under certain circumstances, some Big Data problems can be readily solved in such way.



3. Current strategy for big data computing (7)

Feature selection for Big Dimensionality

How to scale to ultrahigh dimensional feature selection
task on big data

million training examples (O(107))

Tan M, Tsang I W, Wang L. Towards ultrahigh dimensional feature selection for big
data [J]. Journal of Machine Learning Research, 2014, 15(2):1371-1429.



3. Current strategy for big data computing (8)

Constructing hierarchical classes for Massive class problem

» dog
> canine

wolf

canine

-

» Leopard
) feline
» cat

L

animal

» horse

Visual space Semantic space



4. What new challenges the uncertainty brings

in big data learning

Any impact of uncertainty on big data learning?

Including uncertainty’s
representation, measure, and processing

What role it plays?
How does it influent the big data reduction?
Why does it work?



4. Uncertainty-bagsgy
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4. What new challenges the uncertainty brings

in big data learning

Summary of Uncertainty Definition

Uncertainty  of an object with description
a a
Shannon Probability :
. el es Uncertainty caused by randomness
entropy distribution
Classification . Impurity of the class distribution in
Crisp set

entropy a set
Fuzziness Fuzzy set Uncertainty of a linguistic term
Non- Non-specificity when choosing one

eps s Fuzzy set . .
specificity from many available choices.
Rough-degree | Rough set Upper / lower approximation




4. What new challenges the uncertainty brings
in big data learning

Fuzziness

0.6

0.4 e
0.8 T (k) Ambiguity

(a) Fuzzness
Fig. a. 1F1212ziness with the formula Fig. b. Ambiguity with the formula
E,(A) === 2 [44109; 4+ (L= 1) 109, (1~ 41)] E, (A)=p4/ 11,
i=1

Relationtbetween 2 uncertamties iiZzzIness &e ambiguity.



4. What new challenges the uncertainty brings

in big data learning

-

Uncertainty — an important challenge for big data machine learning

Future basic theories of Al are _... Science and technology
uncertain information processing and “~ innovation 2030 major projects
new machine learning methods. (& - ofificialinteligence 2.

7 tasks of artificial intelligence are put :

forward and #6 of them is "eliminating White House report

data bias, otherwise it is better not to <« Preparing for the Future of

o Artificial Intelligence >
use them?", o

At the present stage, intelligent system f\ T/:wlomos (TB.PDieTLericThAAA] y
. . expert, Presiden ,
nee.ds fo be odop’rlve in the o.pen "' = founding president of International
environment and robust to noise. !
A e

Machine Learning Institute
How to model uncertainty under big data environment, to explore machine
learning theory induced by uncertainty, and to develop fast and robust
machine learning algorithms to cope with these challenges is the cenfral fask
of machine learning in the era of big data.




4. What new challenges the uncertainty brings

in big data learning

What challenges does uncertainty bring to big data machine learning?

Hypothesis set

H

Unknown object
functionf:x—- vy

v

Training sample
D: (xlyyl)ff(xNJyN)

Learning

algorithm A Final hypothesis

g~f

Basic hypothesis of Big data machine learning
traditional learning

® Samplesi.i.d

® Feaftfures basically complete

® Class distribution is balanced and
supervised information is accurate

® Noise ~ Gauss distribution




4. What new challenges the uncertainty brings

in big data learning

What challenges does uncertainty bring to big data machine learning?

In big data environment, uncertainty makes original hypothesis of machine
learning destroyed and traditional learning algorithm unavailable.

Data uncertainty

® Samples are not i.i.d

® Noise characteristics (misdiagnosis rate 30%-
70%)

® Incomplete data (missing rate)

® Decision long tailed distribution (80%

amples, 20% label

Model uncertainty

®Model underdetermined (P= 3 billion base
pairs)

e®Solution space is huge (Zeiler&Fergus, 140M)
eUncertainty of model output ()

Uncertainty of large-scale problem
solving strategy

Sampling (Facenet, 200M, human face)

Divide and conquer (whether assembled)
® Approximation (circulant matrix VS kernel
matrix)

NOT i.i.d, Data relation cannot be ignored in modeling.

Gauss distribution assumption is destroyed in the data and
error modeling process

Data completeness assumption is destroyed

Large scale categories make data long tailed and cannot be
ignored in modeling

-
Hypothesis p/n—=0 and existence and uniqueness of solution are

destroyed.
-

|

parameter space
\

4 N
f space is complex, nonlinear, discontinuous, and huge in

v

Different model outputs have same decision

\

7

A sampling strategy guided by learning is urgently needed

Divide-and-Conquer learning: sub-model combinations are
the original model?

Approximation strategy brings new uncertainties




4. What new challenges the uncertainty brings

in big data learning

-

B Research status

< Data uncertainty

The uncertainty of data mainly includes the uncertainty of feature space and
the uncertainty of decision space

O Data noise (TNNL2014 AAAI2016) =
Single Gaussian— Gaussian Mixture

O Data missing (ICML2013 NIPS2015)
Data deletion and Data imputation

O Datainconsistency (TKDE2012)
Inconsistency of rough set partition
U Not i.i.d. (TPAMI2016 TYCB2017)

"High spectrum image denoising medical images”
Y The category of long tail ( JMLRTIP) g:
e

Data noise Mat iid.

vt

The category of long tail

Mostly aimed at single uncertainty research

Problems: lack of data uncertainty measurement index system and its impact
mechanism on learning



4. What new challenges the uncertainty brings

in big data learning

-

B Research status

< Model uncertainty

It is mainly reflected in model underdetermined, huge solution space and uncertainty
of model output

O Model to be underdetermined (Nature 4. Dropout 7

2014) < et ol
Regularization Y Y jf}
Augmented data e & 3

Data dimension reduction
O Huge solution space (JMLR 2014)

Pooling |—:r 7 : ] =
Droupout . saee| B
Sparse . (O 2L 1
Random weighting .

O Uncertainty of model output (TFS2015) ! == e

Ensemble Learning
Multiple classifier system

Problems: we have not yet systematically established the relationship between
the uncertainty of model and model performance



4. What new challenges the uncertainty brings

in big data learning

< The uncertainty of large-scale computation

Data itself has uncertainty meanwhile there exists uncertainty of the model in
the process of stochastic optimization and divide-and-conquer learning

O Nonconvex smooth object function (Boyd)
ADMM e
Stochastic optimization Big data __*

O Approximate calculation (NIPS 2011) _jreomentation graph uncertainty
Stochastic gradient descent U
Stochastic coordinate optimization ,

O Sampling (VLDB Journal 2014) r
Gibbs Sampling _ } f'm m" o) -
Sparse Sampling e

O Divide and conquer algorithm (ICML2014) The uncertainty of model f; is @7 =12....m
Design for constructive algorithms

=

4D pUE 4 Usawjag

diLsLIo efaU BULS! IBLAM,

S g -
—— oy - —

Problems: Sub-models fusion is the population model?¢ If not, how to get an
estimation and an error bound?



D). Some of our works related to

learning from big data with uncertainty

5.1 Our 1st work is the study on relationships between outputted-
uncertainty and classifier-generalization. More details can be found from
the following 2 papers and 1 book. The major idea is presented in the
following pages.

Xi-zhao Wang, Hong-Jie Xing, Yan Li, et al, A Study on Relationship
between Generalization Abilities and Fuzziness of Base Classifiers in
Ensemble Learning, IEEE Transactions on Fuzzy Systems, 2015, 23(5):
1638-1654

Xizhao Wang, Ran Wang(*), Chen Xu, Discovering the Relationship
Between Generalization and Uncertainty By Incorporating Complexity of
Classification, IEEE Transactions on Cybernetics, DOI:
10.1109/TCYB.2017.2653223




D). Some of our works related to

learning from big data with uncertainty

Basic idea

Training cases

Classifier A
Classifier B>

c1, €2, C3 Final
(0.9, 0.0,0.1) iCl
(0.8, 0.2, 0.0) iCl
(0.1,0.2,0.7) iC3
1(0.1,0.8,0.1) 1C2
(0.6,0.0,0.4) ic1
1(0.7,0.3, 0.0) C1
1 (0.0, 0.4, 0.6) 1 C3

1(0.4, 0.6, 0.0)

Training
Accuracy

Training
Accuracy

Same training accuracies, but different uncertainties

Do you think the uncertainty as a key factor?



D). Some of our works related to

learning from big data with uncertainty

Experimental verification
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Fig. 7. Difference of testing accuracy rates between the high-fuzziness group and low-fuzziness group.



D). Some of our works related to

learning from big data with uncertainty

5.2 Our 2nd work is the study on semi-supervised learning based on

uncertainty measure for big data. More details can be found from the
following 3 papers. The major idea is presented in the following pages.

Xi-zhao Wang, Ling-Cai Dong, Jian-Hui Yan, Maximum ambiguity based
sample selection in fuzzy decision tree induction, IEEE Transactions on
Knowledge and Data Engineering, 2012, 24(8): 1491-1505

Xi-zhao Wang, Rana Aamir and Ai-Min Fu, Fuzziness based sample
categorization for classifier performance improvement, Journal of
Intelligent & Fuzzy Systems 29 (2015) 1185-1196

Ran Wang, Xi-zhao Wang (*), Sam Kwong, and Chen Xu, Incorporating
Diversity and Informativeness in Multiple-Instance Active Learning,
Accepted in May 2017; IEEEE Transactions on Fuzzy Systems



D. Some of our works related to
learning from big data with uncertain

Fraining

(Select a part)

e
.
Predicted Labell 1) & %
3
K3

After One Loop : BTBf ,A-Bl A-B, /Expec:t : %ﬁiﬂfgm is better than C]:fasss:ge.--/
o

1. Any requirement for the trained classifier?
2.  What selection strategy?



. Some of our works related to

learning from big data with uncertainty

Testing Each Case

Training
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Some of our works related to

learning from big data with uncertainty
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D). Some of our works related to

learning from big data with uncertainty

We collect a data set for Chinese Chess-Game Scene Classification — CCGSC
GGSC: the file-size is 1.86G, including more than 107 records of playing chess-
game, and more than 10° scenes of chess-game

- o

Three types of scenes: A T

A-Good @

B-Good & i ?

No-result }I} \l% +—®
= CH—

e
- G0GE)

J,‘i:
I,

That is a semi-supervised learning, with unstructured data.

Large amount of scenes need to label — labeling needs senior experts (Chess
Masters) to do for complicated scenes, and so, quite expensive cost.

The experimental results show a very high prediction



. Some of our works related to

learning from big data with uncertainty

5.3 Our 3rd work is on deep learning with uncertainty. More details can

be found from:

Xizhao Wang, Tianlun Zhang, Ran Wang(*), Non-Iterative Deep Learning:
Incorporating Restricted Boltzmann Machine into Multilayer Random Weight
Neural Networks, IEEE Transactions on Systems, Man, and Cybernetics:
Systems, Volume: 47 Issue: 8, DOI: 10.1109/TSMC.2017.2701419

Abstract—A general deep learning (DL) mechanlsm for a
multiple hidden layer feed-forward neural network contalns twao
parts, lLe., 1) an unsupervised greedy laver-wise tralning and
2) a supervised fine-tuning which Is usually an lterative pro-
cess. Although this mechanism has been demonstrated In many
fields to be able to significantly Improve the generallzation of
neural network, there 1s no clear evidence to show which one
of the two parts plays the essentlal role for the generallzation
Improvement, resulting In an argument within the DL commmu-
nity. Focusing on this argument., this paper proposes a new
DL approach to train multilayver feed-forward neural networks.
This approach uses restricted Boltzmann machine (REM) as the
layer-wise tralning and uses the generallred Inverse of a matrix
as the supervised fine-tuning. Different from the general deep
training mechanism ke back-propagation (BP). the proposed
approach does not need to eratlvely tune the welzhts, and
therefore, has many advantages such as quick tralning, better
generalization, and high understandability, etc. Experilmentally,
the proposed approach demonstrates an excellent performance
In comparison with BP-based DL and the traditlonal training
method for multilayver random welght neural networks. To a
great extent, this paper demonstrates that the supervised part
playvs a more Important role than the unsupervised part In
DL, which provides some new viewpolnts for exploring the
essence of DL.

Tianlun Zhang received the bachelor's degree in
information management and information system
from the Industrial and Commercial College, Hebei
University, Hebei, China, in 2014, and the M.Sc.
degree in software engineering from the College
of Mathematics and Information Science, Hebei
University, Hebei, in 2016. He is currently pursuing
the Ph.D. degree with the Information Science and
Technology College, Dalian Maritime University,
Dalian, China.

His cumrent research interesis include machine
leamning and pattern recognition.

Ran Wang (5'09-M"14) received the B.Eng.
degree in computer science from the College
of Information Science and Technology, Beijing
Forestry University, Beijing, China, in 2009, and
the Ph.D. degree from the Department of Computer
Science, City University of Hong Kong, Hong Kong,
im 2004,

From 2014 to 2016, she was a Post-Doctoral
Researcher with the Department of Computer
Science, City University of Hong Kong. She is cur-
rently an Assistant Professor with the College of
Mathematics and Statistics, Shenzhen University, Shenzhen, China. Her cur-
rent research interests include pattern recognition, machine learming, and fuzzy
sets and fuzzy logic and their related applications.



. Some of our works related to
learning from big data with uncertainty
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Basically, the essences of RBM + RWA (Random
Weight Assignment) are two-fold.

The first is the RBM weight inifialization, which was first
infroduced into DL by Hinton.

The second is the RWA mechanism , which proves that most
connecting weights are not necessarily to be iteratively
tuned for a fully connected feed-forward neural network.

Viewing the essence of DL proposed by Hinton, we can find
that the key parts are also twofold, i.e., 1) the RBM-based
weight initialization and 2) the BP-based weight tuning.
One interesting question is: which part is more importante

Our major idea:
phases 1) and 2) can be separately handled.
And phase 2) is not necessary by BP.
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« The cenfralideais to improve the RWAT fraining algorithm (i.e.,
Algorithm 3) by replacing the random assignment of weights
with RBM-based weight initialization for all hidden layer nodes.

The determination of weights for output layer in this scheme is
identical to that in RWAT.
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Algorithm 4: RBM-GI [Fig. 3(b)]

Irupunk:

Training set 3 — {(x;, }';H";"'_l e RE = {1, ....C):
Tag matrix T o = I}-'T, }',.T _____ }'Ir]T:
The nuomber of hidden fa}r-c_rﬁ i i
The a-dimensional vector [y, fz., . ... #flg] where
mp, f = 1,2,....nis the number of nodes in the j~th hidden
layer.
A et -
Cratput function.
i Get the input feature matrix X by (163, let Hpg — X

2 Take Hg as the input, call Algorithm 1 to learn the parameters
between the input laver and the first hidden layver to get the
weights and bidas (W, by s

2 for i = 1 fo g do
4 Getl the output matrix of the /~h hidden layver
H; — sigmoid (W;H;_ 3 + b;);

s Take Hy as the input, call Algorithm 1 o learm the
parameters between the ith hidden layver and the (§ + 1Jth
hidden laver o el (Wi . By g, I'.-;‘_I. whene I'.-; is called the
reconstmiction bias of byj;

& erncl

7 Calculate the weight matrix & of the owtput laver
—1
8 = {:H;{[—],,:} HYIT:
g The output function is given bw

H
H>

sigmoid{e | Hpg +— b b
sigmoid{wH | + b2}

ot f=il = IV
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COMPARATIVE RESULTS ON THE SELECTED UCI BENCHMARK DATASETS

TABLE II

D RWAL DBEN RBM-CI Hidden Structure

Testing  Traning  Training | Testing  Traming  Training | Testing  Training  Training

Accuracy  Accuracy  Dime (s) | Accuracy  Accuracy  Lime (s) | Accwracy  Accuracy  Lime (5)

(%) (%) (%) (%) (%) (%)
l 53.99 98.67 06552 | 9572 99,40 4968 | 9683 98.48 164 [l (200
2 88.19 94.13 05304 | 9715 98.20 TA8490 | 9504 98.19 30.87 |00 00104}
3 340 a8 8l) 11383 8h.41) 87,12 209 800 8Y9.16 14628 20033
4 86.20 8.1 L3872 | 8860 §1.47 IIT I I §3.78 14672 | 200-300-300
5 51.98 U6.86 11684 | 94.67 98.37 198060 | 9138 96.03 17605 | 236-236-300
b 1410 7513 03900 | 8530 B4.60 ILO3500 | 8475 86.79 457 LO0=100=1010
1 1330 T4.80 12324 | 6205 b 10 340680 | 7445 764 15965 | [00«L00100
i 1823 119 11388 | 812 3,90 TSLAD | B38h 8332 153491 100-100-1(K]
f §3.14 i6.47 (1.8268 87.10 0143 490600 | 8491 #7163 17.84 LO0-100-200)
1 §3.23 95.63 05984 | 96.03 96.53 [548100 | 9155 9267 12569 | S0:-50:50
L1 51.20 54,84 06708 | 60.40 5120 407490 | 64.33 64.14 19.03 S50 1001
12 9391 9907 03120 | 9910 onoo— 17078 | 998l 99.61 47.08 5053030
13 Ui fd U657 16816 | Y8.01 9793 287760 [ 9725 97,14 2372 (T 0R30)
14 8133 108 (0.124% 100 oan - 2924 §5.82 Y17 1.20 LN (0] ()
13 10000 9989 08736 [ 10000 10000 15564 | 10000 9997 14893 | 150-130-130
6 1341 1658 11168 | BI85 B4.27 1246200 | 76.06 Th44 17.94 [ 50=150-150

Mvote: For cach dataset, the hughest testing accuracy 1s i bold face,
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S04 /9213 ¥4
o0 4 19 2 1 3 1 |4
35«36\ 7238 67
o0y 0 6 17T 1 % 6 Y

Fig. 6. Sample images in MNIST datset. Fig. 7. Sample images in ORL dataset,

TABLE IV

TABLE I . - p—
PERFORMANCE COMPARISON ON ORL DATASET
PERFORMANCE COMPARISON ON MNIST DATASET

Method Traning Acew-  Testing Accurs- Training Time

Method IIT,;_ﬁan Accus '!'f.fstmg Accuras 'I'Il'ﬂming [ime racy (%) ¢y (%) (s
Wl o U WAL om0 1200

RWAI 99 28 9776 1339.47 DEN 050 . R

DBN 10000 875 4723000 RBMGL 1000 4750 §01.49

REM-GL - 9930 97.38 [373.99
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5.4 our 4th work is on the model tree. More details can be found from
the following papers.

Ran Wang, Sam Kwon, Xizhao Wang, and Qing-Shan Jiang, Segment
Based Decision Tree Induction with Continuous Valued Attributes,
IEEE Transactions on Cybernetics, 2015, 45(7): 1262-1275

Xi-zhao Wang, Yu-Lin He, Dabby D. Wang, Non-Naive Bayesian
Classifiers for Classification Problems with Continuous Attributes;
IEEE Transactions on Cybernetics, 2014, 44(1): 21-39

Xi-zhao Wang, Ran Wang, Hui-Min Feng, Huachao Wang, A new
approach to classifier fusion based on upper integral,
IEEE Transactions on Cybernetics, 2014, 44(5): 620-635

Ran Wang, et al, Learning ELM-tree from big data based on
uncertainty reduction, Fuzzy Sets and Systems, Volume 258,
pages 79-100 (2015)
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Big Data Classification with Mixed Attributes
(D:LJDEJ o 'JDm:Cj_JCEJ B ':Cn )

2
d 4

Constructing fuzzy decision tree based on the uncertainty Training RWN on the set of
reduction upon the set of discrete features continuous features
(DﬂDE,“_,Dm) (CPCQJ"':CH)

E,, Ey, Ey, Eq Es, Eg Eq, Eg, Eg, Ey,
Eys; By, By, B Egs, Egg Ely, Egg By, En
Dressing

Ep, Ey, By Eig By, Bog Eas

- X
N 051 Hirmid Mt 9

[S=1.000]

Input layer Hidden layer Output layer
solve f. tomake HS=Y
- —_—
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Execution time (seconds) of parallel ambiguity-based RWNTree on 4 big datasets.

Dataset 2 computers 4 computers 6 computers 8 computers
Image Segment [ 19 attributes, 7 classes, 2310000 instances )

2-times 3143.89 1977.50 o45.01 488.23
4-times 8340.78 5159.94 2439.82 1148.51
6-times 1192216 7261.19 3646.30 1752.65
B-times 14 890.93 034,95 4393.87 2735.84
Magic Telescope [ 10 attributes, 2 classes, 19020000 instances]

2-times 66615.66 38 604.97 10776.83 3513.07
4-times 170802.54 94024.51 28241.36 8315.77
6-times 235026.29 131217.35 40 562.60 12446.06
§-times 293 555.18 164999.23 4894207 2405294
Page Blocks (10 attributes, 2 classes, 5473000 instances ]

2-times 5756.21 2592.83 860.94 268.98
4-times 14494.77 6516.00 2110.56 661.30
6-times 21217.74 9475.43 3149.15 991.34
8-times 25652.75 11972.18 3829.53 1947.15
Wine Quality-White [ 11 attributes, 6 classes, 4898000 instances ]

2-times 623944 4195.61 2738.31 1969.97
4-times 16 040.40 10713.09 6973.18 4703.07
6-times 2365938 16009.42 10335.04 T061.85
§-times 28012.47 18 839.09 12 496.50 9875.35

Parallel environment: 1 host computer and 8 servant computers where each computer
is with a Pentium4 Xeon 3.06G Hz CPU, 512MB RAM, and Red Hat Linux 9.0 operation
system.
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Data Set S Mumber of R
Characteristics: Multhariate Instances: 4000000 jj Area: Computer
Attribute Categarical, Number of 1990-01-
Characteristics: Integer Attributes: 42 Date Donated 01
Associated Tasks: Classification Missing Values? [t P ﬁ;:;ﬂber O N 33087
0.23 2.21
0.22
1.2
.21
i3 T
0.2
& £
E 018 E iz -, i[
= oL ‘|V = .'.
L Y [11] \
n.18 . A ]:
. l 247 I I
. t .
0.1 1 1 I I
T I Tz
1%}11 T 15| T IIIIIIIIIII
SREL S %%%II %I I-I-IEIII_IIII :
I- e
0.15 - 215

1 1 1 1 1 1 1 1 1 1 1 1
a oz 0.2 oEs :l 8 1 '.] 1.4 1.5 1 = ] al 0.2 J4 0.E ak-} 1 1.2 1.4 15 1.8

Training set size xig®

Training set size



6. Some remarks

Remark 1: Big data problem

That is a problem if only if the data-size
or the feature number is very large.

1. Rich-tail phenomenon

v Minority Class - (very small number of cases)
v Not in reqularly sized data
v In big data, summatlon of all minority will not be minority

2. Hubness in high-dimensional space

Radovanovic, et al. Hubs in space: Popular nearest neighbors in high-dimensional
data. JMLR 2010

3. Uncertainty reduction

Large number of samples make same statistical features such as
means and variances stationary according to large number theorem

of probability.
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Remark 2: Uncertainty-boosting of big data

Process Uncertainty

Processes contain
‘randomness”

Semiconductor yield

b

Data Uncertainty
Data input is uncertain

Model Uncertainty

All modeling is approximate

@ == 3

Intended -
Spelling Text Entry

2

Actual
Spelling

GPS Uncertamw

™

Testimony {Paris Airport}

N Ambiguity

-

-
~,

{John Smith, Dallas}
{John Smith, Kansas}

Contaminated?

Rumors

Conflicting Data |

!

Fitting a curve to data

Forecasting a hurricane
(www.noaa.gov)

Data in Doubt

Uncertainty due to
data inconsistency
& incompleteness,
ambiguities, latency,
deception, model
approximations




6. Some remarks

Remark 3: Look back at big data learning

Previous viewpoint: when the data size is
becoming really big, i.e., the samples are indeed
sufficient, we generally think that model is
unnecessarily complicated and a simpler model
may work very well.

Current viewpoint: After several years’ practice,
we confirm the previous thinking is not correct.
Even if big data, a complicated model is still
required.



6. Some Remarks

Remark 4: Regarding big data, feature extraction and learning
algorithm: which one is more important?

Feature ———— Learni ng

If the algorithm changeable, do you think the gradient descent
based BP is the best training algorithm?

And furthermore, once the features
are extracted and the structure of
neural network is fixed, the iteration
INn the training process Is necessary?



6. Some Remarks

Remark 5: Any role does the Big Data play in DL?

Google deep learning experiment over 300 million pictures —
conclusion: the more pictures, the better performance

Dataset Size

T

—

# ol Images (M)

1 Model Size

t Inception ResMNat-w2
% 150 AeshMet-101
= ResMet-50
VGG
= AlexPMet e ]
@ - Paramaters

120300
i GPU Power
s
&= B0
== O

2012 2013 2014 2015 Ta T
s I FESHEM, GPUMHE OFNRE R A R Ar AR E s <, {Billlsa3Rdm B dssS

1 1Al FE 41



My thanks go to my colleagues, students and team
members

Thank you four your attention!
Any Questions
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